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1. [bookmark: _Toc423420919]Executive Management Summary
<Removed confidential data>. 
For deliverable management, there have been delivered 5 documents less compared to the previous reporting period (58 instead of 63). There have been 32 deliverables Submitted for Review in May 2015 and 26 deliverables Submitted for Acceptance. 
<Removed confidential data>. 
The Service Desk acknowledged 3186 Service Calls <Removed confidential data>. 

<Removed confidential data>. 
During the reported month, the Service Desk team successfully continued all operational activities. The number of interactions showed a decrease compared to last month to reach 3322 interactions. The number of tickets in the “Work in progress” and the “Pending Issuer” queues slightly increased. The Service Desk noticed an increase on the opened M1SS interactions and launched an initiative to closely watch these interactions.
During the month of May 2015 ITSM2 Lot1 created 40 critical incidents, out of which 23 were directly linked to the NA environments. The CRMS issues in the production environment are still present, generating again 2 critical incidents. CRMS remains in focus at all levels, by further fine-tuning of the WebLogic and Database environment at operational level and by structurally addressing the performance issues at application development level. A hot fix (CRMS 2.6.2 HF3) provided by the development partner CUST-DEV3 was implemented in production, but had to be rolled back due to instability issues. 
During May 2015 ITSM2 Lot1 had to cope again with several major issues within the DIGIT environment. On May 4th 2015 a network outage in the Windhof Data Centre impacted the communication between the CCN network and the applications hosted at DIGIT. On May 6th 2015 an unannounced maintenance by DIGIT on the Conformance Database server impacted all Conformance applications. On May 26th 2015 DIGIT network issues launched the failover of all application servers to the backup cluster. Each time ITSM2 Lot1 had to mobilize the infrastructure and application management teams to perform the sanity checks at infrastructure and application level and to take the necessary corrective actions. These outages showed again the weak communication behaviour of DIGIT and together with the ISD team of DG TAXUD ITSM2 Lot1 asked an action plan towards DIGIT to develop and implement an improved communication plan. In May 2015 ITSM2 Lot1 also noticed several issues with the VoW application, as the application got overloaded and blocked due to too many open files. It is important that deeper investigation at application level takes place to improve the availability of this application.
The deployment team met the demand of May 2015 successfully. The number of deployments is almost constant compared to the last month. The deployment of applications did not encounter major issues. Anyhow ITSM2 Lot1 notices that the development contractor for CUSTOMS is still operating in a hot fix/data patch approach – again 8 hot fixes delivered during May 2015 – which might result in an unstable operational environment.
The test activities for May 2015 registered a normal level of workload in testing campaigns.

The operational planning is submitted on time and observations and feedback are included back in the plan.
The infrastructure team is running several projects to strengthen the quality of the environment such as the software patching project, the Windows 2003 Server migration project, the password expiration management project, the backup reporting integration project and the system hardening project. All projects are progressing in line with the defined timeline and project progress is provided in the bi-weekly Infrastructure Management Meeting (IMM).
Several projects are progressing in line with the predefined timeline.
In May 2015 the CCN and application management teams successfully upgraded the backup CCN gateways at DIGIT to the new CCN 7.2.0 release. Overall the Conformance testing of the CCN 7.2.0 release is ahead of schedule and is progressing well.
The baseline architecture implementation project is approaching its end. During May 2015 the network team supported OBS in the decommissioning of the <Removed product name> equipment in the Luxemburg Data Centres and moved the different CCN sites behind the new <Removed product name>  firewall. The Database team continued the migration of the databases towards the <Removed product name>  environment. The <Removed product name>  team was adding hosts into the Site Replication Manager solution. Each team was also performing test acceptance checks. The month was closed with a 87% test completion ratio, only 21 tests are still pending to complete the baseline architecture implementation project.
During May 2015 ITSM2 Lot1 also resubmitted the CCN Operations relocation documentation, launched the pilot phase for the data protection project of CCN Mail III, finalized the migration of the CUST-DEV3 and SAT/PSAT data to the new storage box, actively participated in several projects to mitigate the risks for the CCN/CSI environment and organised several workshops for the service catalogue requirements gathering project.
In May 2015 the portfolio team continued to support an important number of initiatives. The team continued an adequate follow-up of the different programs within their scope. They kept the focus on the high availability requirements, aligned on the tooling future vision, assisted in the infrastructure and operations design for CCN2 and UUM&DS, they were involved in the MASP program related to business applications such as CDMS and REX, had regular alignments for TATAFng and actively participated in the overall end-to-end initiative with the SDLC roadmap.

	May 2015
	ITS-1MPR-MPR201505-EN

	Monthly Progress Report May 2015
	Version: 1.00

	6 - Administrative Information 
	Issue date: 30-06-2015




2. [bookmark: _Toc423420920]SB1 & SB11 - Operational Management Summary
2.1 [bookmark: _Toc423420921]Contractual Information
During the month of May 2015, ITSM2 Lot1 reports again positive results confirming the good performance of all Continuous Services activities under ITSM2 Lot1 responsibilities.
Under the terms and conditions set out in the Framework Contract TAXUD/2012/CC/112, Continuous Services are performed according to the agreement depicted in Specific Contract 07.
The Interaction Scheme from a service perspective between the Lot1 and Lot2 is provided as agreed and documented between the two lots under the guidance of DG TAXUD A5 unit.
The team is also interacting with both Lot3 contractor, X-DEV and QA3 Contractor whenever required to ensure the service is delivered consistently and with the level of quality expected by common best practices according to the TEMPO methodology <Removed confidential data>.
Where applicable, RfE/RfA and e-trigger related to the On Demand budget associated to Specific Contract 03 and 05 respectively have been received and handled accordingly.
<Removed confidential data>
All detailed contractual information will be shared with DG TAXUD during the BMM presentation.
2.2 [bookmark: _Toc423420922]General availability
In May 2015 the general end user availability result was 99.665 %. Overall it is observed that 67 % of managed CI’s were 100 % for the full month of May 2015. For the remaining CI’s there were 100 planned unavailabilites (52 Changes performed requiring an unavailability) and 121 unplanned unavailabilities (34 Incidents). The longest unplanned unavailability happened on French backup gateway CUSTTAX.FR-FRAB1 (Problem with the network cable. After replacement to new one the link is stable.), however the most unplanned unavailabilities in May were related to the CRMS application ( 7 occurrences, 5 in production) CRMS Production monthly result is 97.47% and CRMS conformance result is 98.34%. <Removed confidential data>
The details of the service statistics are provided in the section 8.4 Availability Management in the ITS-1MPR-Annex 28- Service statistics 201504-EN. In addition to Annex 08 (ITS-1MPR-Annex 08-Availability 201505-EN) there is attached ITS-1MPR-Annex 08-Availability 201504-EN 0.10.xlsx shows following data:
· Availability of managed Cis;
· Unavailabilities;
· KPIs details;
· KPIs summary;
· SQIs details;
· SQIs summary.
2.3 [bookmark: _Toc423420923]Risks
Concerning Privileged Access Granting to DG TAXUD managed Services and Servers. ITSM2 Lot1 raises a risk of accountability in case of incident on production environments. In such situations Lot1 will have the burden not only to manage additional access but also the responsibility to investigate the accountability of the recorded activities (where possible) and also to re-establish the service and clean the damage. ITSM2 Lot1 can grant access to production environment if contractual coverage and explicit liquidated damages are contractually foreseen in case of litigation.
<Removed confidential data>.
Below you can see the evolution of the risks for all Service Blocks, during the last 12 months:
	MONTH
	OPEN RISKS
	MITIGATED RISKS
	CLOSED RISKS (IN THE MONTH)

	May 2014
	30
	1
	7

	Jun 2014
	29
	1
	1

	Jul 2014
	27
	1
	3

	Aug 2014
	27
	1
	3

	Sep 2014
	25
	1
	3

	Oct 2014
	27
	1
	1

	Nov 2014
	26
	2
	2

	Dec 2014
	28
	1
	3

	Jan 2015
	26
	1
	0

	Feb 2015
	22
	1
	4

	Mar 2015
	26
	1
	2

	Apr 2015
	26
	1
	0

	May 2015
	27
	1
	0


[bookmark: _Toc423420904] Table 2.1 Risk Statistics – last 12 months
2.4 [bookmark: _Toc423420924]Status of Major Projects –SC03
Synergia evolutive and corrective releases (P-011)
During May 2015 ITSM2 Lot1 finalized the FAT and SAT cycle for the ITSM Portal release. Implementation in production was executed during the last weekend of May 2015, but has been rolled back on Sunday evening as a performance issue was noticed when collecting information details at interaction level. This issue has been identified and resolved and the release will go in production during the first weekend of June 2015.
TIP completion (P-031)
On May 5th 2015 ITSM2 Lot1 conducted a workshop together with ISD. The topics were the following:
· TIP snapshot;
· Remarks to previous TIP version;
· Discussion over current TIP;
· Decision on the TIP printings.
On May 20th 2015 ITSM2 Lot1 shared the SfI version of the TIP with ISD in which the comments and decisions were implemented as discussed during the workshop. One comment was received on this SfI which has been implemented in the TIP. The TIP will be submitted for review during the first week of June.
Tivoli Monitoring on DIGIT Systems (P-047)
Access to pSAT/SAT environment has now been provided.  Currently monitoring has been deployed and configured on the CONF2 environment. The project is on track to begin deployment to Production at the end of June 2015.
Setup of baseline architecture (Target) (P-064)
During May 2015 the team was still focused on migration procedures creation. Group 2A (Customs and Excise), Group 2B (Symfoni), Group 5 (Speed2) and Group 7 (Rational) were sent as SFI documents to DG TAXUD. The work is still ongoing on Group 6 (Tivoli). DG TAXUD provided a feedback on following groups: 0, 1, 2A, 2B and 3 already. Team prepared Implementation Plan for Group 0, which resulted in the proposal for RfE 121 to migrate Group 0 to target architecture.
Remote CSI Internet access through SIAP OBS service (P-069)
Deliverable P-069-1 Deployment Plan (SfI) was delivered and accepted. Key components of test environment described in Deployment Plan were configured. Network configuration is in progress. ATP document creation in progress.
 CCN 7.2 (P-072)
The objective of this project is to test /validate the new major version of CCN V7.2.0 on Linux.
Project status:
· The test environment has been set up;
· pSAT has been executed successfully;
· The gateways have been installed successfully;
· SAT testing is finished. The SAT closure has taken place and SAT report has been delivered;
· The CONF ATP SFA version has been delivered on August 27th 2014;
· CONF testing is ongoing:
· Phase 1: completed;
· Phase 2: 86.95 % completed;
· Phase 3: not started.
This project (CCN 7.2 (P-072)) is influenced by the AIX 7.2.0 SAT testing for which an RFA has been issued because the CONF testing is requested to be executed after this. Additionally, the CONF approach has been reviewed because of the migration strategy. This has been aligned with DG TAXUD.
Now that the AIX 7.2.0 SAT is finished, the CONF is started and will end in July 2015. The planning and approach has been aligned with DG TAXUD.
In consequence, the “SAT and CONF Report” deliverable that was due on February 19th 2015 has not been met. This will be delivered in July 2015 (SFR version). 
2.5 [bookmark: _Toc423420925]Status of Major Projects –SC05
Datacentre Consolidation - CCN OPS Relocation Execution (RfA075)
During May 2015 the team was working on deliverable D.RfA075.3, which was submitted to DG TAXUD on May 18th 2015 with a 15/15/15 review cycle. The CCN–OPS relocation documentation bundle consists of 37 documents in total. DG TAXUD worked on CCO, which is expected no later than June 9th 2015.
Man-day pool for portfolio development and consultancy services – Part 2 (RfA081)
<Removed confidential data>
RfA-pool for trainings and hosting facilities (RFA093)
In May 2015 there was 2 trainings request against RfA093. <Removed confidential data>

The calculated results for May 2015 are the following:
	APPLICATION
	START DATE
	END DATE
	SQI

	EBTI3 Basic EN 01
	05-05-15
	07-05-15
	<Removed confidential data>

	EBTI3 Basic EN 02
	19-05-15
	21-05-15
	<Removed confidential data>


[bookmark: _Toc423420905]Table 2.3 - Trainings May 2015
Session 3 on 26-27-28/05/2015: was cancelled by DG TAXUD due to insufficient number of registrations.
Data Protection of CCN Mail III (Rfa094)
The project progress in May 2015 is described below:
· Documentation for National Administrators has been uploaded to the portal;
· National Administrators have received credentials for accessing documentation and test mailboxes for pilot purpose;
· Pilot phase has been started;
· Kick-off calls were conducted for following National Administrators: Bulgaria, The Netherlands, Germany, Austria;
· National Administrators received bundle of test cases which need to be executed.
DC Consolidation - Baseline Architecture Implementation (RFA095)
During May 2015 the team was working on implementation of network, database and <Removed product name>  activities according to project plan. Network team supported OBS in decommissioning of Unified Defence equipment in DC Drosbach and DC Kayl (CM18039), also migrated CCN sites (Speed EC, CCN Central Site – CM17937, CBS – CM17938, Speed EUCN – CM17998) behind new <Removed product name>  firewall. <Removed product name>  DB team was working on migrations of databases into Oracle RAC (for SAT/PSAT environments). <Removed product name>  team was working on adding hosts into Site Replication Manager. Each team was also working on test acceptance. Intermediate test report with test results evidence was created and sent as SFI document on May 8th 2015 – the test completion ratio was 67%. Finally, May 2015 was closed with 87% completion ratio (140 out of 161 tests). SRM (12), Storage (1) and Network (8) test are pending to complete BLA implementation steps.
Portfolio Program Consultancy Services – Extra-muros (RfA096)
<Removed confidential data>

Pool for Synergia releases – Part 2 (RfA097)
During May 2015 ITSM2 Lot1 finalized the development and executed the FAT cycle for the SMT Q2 release. This release still is on schedule to go in production by end June 2015.
New virtual CCN Linux 7.2.0 GW in the Central Backup Site in the DG TAXUD DCs (RFA098)
Deliverable "Deployment report" has been submitted for acceptance.
Business User Support Services (RfA099)
The PoC for Business User Support Services ended in April 2015.
It included 5 releases, all of them already passed BUV and are currently deployed in Production environment.
Furthermore, DG TAXUD has provided a positive feedback on the PoC and currently ITSM was asked to prepare an estimate for implementing Business User Support Services as part of the continuous services.
RfA-pool for small equipment to the DG TAXUD DCs - part 4 (RfA104)
On May 8th 2015, DG TAXUD raised a new e-trigger for the purchase of <Removed product name>   licenses. Though, it was cancelled on May 28th 2015, upon DG TAXUD request. No other e-trigger was raised during May.
Server installation services (RfA107)
During period of May 2015 the team was working on data migrations between VNX5300 and VNX5400. All works were completed; CD3 and SAT/PSAT data were migrated to new storage. As a result, VNX5300 in Kayl is ready to host DR (Disaster Recovery) data for production systems from DC Drosbach.
Synergia Service Catalogue - Requirements gathering phase (RfA109)
Workshops with the different stakeholders are ongoing. Detailed status was presented in the monthly meeting on May 28th 2015.
HW/SW acquisition 03/2015 (RfA110)
On March 31st 2015, DG TAXUD issued a request to purchase some COTS items, where ITSM2 Lot1 is acting as Acquisition Channel.
The expected <Removed product name>  power supplies were delivered during May 2015 and the bundle of delivery notes was submitted for review on May 22nd 2015.
 Risk Mitigation for CCN/CSI - Operational Continuity (RfA111)
The project is on track and well progressing:
· The team on ITSM2 Lot1 side is formed and well operating. The CCN2-DEV documentation is being reviewed and commented according to the plan;
· Detailed project schedule has been defined and agreed. Participation of ITSM2 Lot1 in New CCN Portal FAT testing and COBOL rehearsal and Portugal mission is fixed;
· The discussion on the strategy of PSAT/SAT testing of GM/PM deliverables (approach, technical environment, test planning documentation: ATP, TDS) is in progress.
Inception team - part 3 (RfA113)
<Removed confidential data>
Migration to Red Hat Linux 6.5 (RfA114)
Planning and impact assessment is underway. Customer Kick-off meeting is currently being organised.
Support to the migration of databases hosted in DIGIT  (RfA115)
Planning and impact assessment is underway. Customer Kick-off meeting is currently being organised.
 Software and Hardware maintenance renewal for H1 2015 (RfA119)
On April 20th 2015, DG TAXUD issued a request to renew the maintenance of hardware and software assets expiring during H1 2015, where ITSM2 Lot1 is acting as Acquisition Channel.
Processing of ordered renewals was continued with IBM Technical Support Services and ITSM2 Lot1 Procurement during May 2015 and some supplier delivery notes were gathered. The gathering of delivery notes will be continued during June.
UUM&DS Pilot C & Development Environment - Design & Support  (RfA120)
ITSM2 Lot1 is working on the deliverables according to planning.  First deliverable will be provided in the first week of June 2015.
FATCA Pilot  (RfA122)
DG TAXUD submitted the RfA on May 18th 2015 but it was expected on May 8th 2015. As a result, ITSM2 Lot1 has re-planned the activity. The current status is the following:
· Package delivery from CCN2DEV is done;
· Preparation of the SAT environment is done;
· The installation of the FATCA business flow in the SAT environment is on-going.
HW/SW acquisition May 2015 (Redix, IBM FC adapter)  (RfA126)
On May 22nd 2015 DG TAXUD issued a request to purchase some <Removed product name>  licenses and IBM FC adapters for pSeries servers, where ITSM2 Lot1 is acting as Acquisition Channel.
The order processing took place in May and the delivery of both the licenses and the adapters are scheduled to take place in June 2015.
[bookmark: _Toc423420926] Status of Major Projects –SC06
During the month of May 2015, 32 man-days have been consumed by the Portfolio Consultancy team.
[bookmark: _Toc423420927]Other Attention Points
This month, particular attention was continued on the following topics:
· Starting new Continuous Services Contract under SC 07;
· Follow up of Steering Committee open actions;
· Submitting for Acceptance the CCN Documentation related to CCN Ops Data Centre relocation project;
· Progress with the Implementation of the Baseline Architecture and the Bubble to Target Design for DC Drosbach & Kayl;
· Support ISD team in the follow up of the Policies Projects such as CCN2, UUM&DS, TATAF NG, Custom Decisions;
· Follow-up  of Security Audits findings and implement emergency changes where applicable;
· Continuous leveraging of the Lot1 delivery team to support the On Demand Services under Specific Contract 03 and 05;
· Signature of new On Demand Specific Contract 08.

3. [bookmark: _Toc423420928]Service Overview – Dashboard
The dashboard is built on exception reporting, entries may need to be added/removed based on events in the reporting period. The references point to more detail. 
	Activity
	Risks & Alerts
	Highlights
	Lowlights
	Lessons Learnt

	SB2: Strategy/Conception/Evaluation
(Including internal Quality Management, CSIP, delivery management, USS, etc…) 
	REF
	REF
	REF
	REF

	SB3: Tools supporting ITSM
	REF
	REF
	REF
	REF

	SB4: Service Desk
(Including dispatching, web-mastering, call analysis, statistics, etc...)
	REF
	REF
	REF
	REF

	SB5: Infrastructure Management
(Including Capacity Management, Availability Management, ITC housekeeping, patching, BCP etc…)
	REF
	REF
	REF
	REF

	SB6: Application Management
(Including service transition, testing, deployment, Competence Centre, DEV-OPS, etc…)
	REF
	REF
	REF
	REF

	SB7: CCN/CSI operations
(Operational activities)
	REF
	REF
	REF
	REF

	SB8: Coordination with other parties 
(Interactions with other stakeholders Lot2, DIGIT, QA CONTRACTOR, TAXUD.XX.XXX, etc…)
	REF
	REF
	REF
	REF

	SB9: IT Service Management
(Including information related to incident management, problem management, ITIL, SLM etc…)
	REF
	REF
	REF
	REF

	SB10: Security Management
(Including security relevant incidents, etc...)
	REF
	REF
	REF
	REF

	SB12: Other services & training
	REF
	REF
	REF
	REF


[bookmark: _Toc423420908]Table 5.2- Service Overview – Dashboard

The colour codes indicate the highest level/importance of the different occurrences in a certain category. No coloration if no occurrence. The information itself can be found with the provided links.
	Risks & Alerts: RAG code
	Green
	Amber Green
	Amber Red
	Red

	Others: importance
	Low
	Medium
	High
	Critical





4. [bookmark: _Toc423420929]Dashboard – More information
4.1 [bookmark: _Toc423420930]Risks & Alerts
	Activity
	Risks & Alerts

	[bookmark: risk_SB2]SB2: Strategy/Conception/Evaluation
(Including internal Quality Management, CSIP, delivery management, USS, etc…)
	· No open risk

	[bookmark: risk_SB3]SB3: Tools supporting ITSM
	· There is a risk of not being able to support services as required in the contract (Framework Contract # TAXUD/2012/CC/112) in case the Synergia SMT Tool is not available.

	[bookmark: risk_SB4]SB4: Service Desk
(Including dispatching, web-mastering, call analysis, statistics, etc...)
	· Because DIGIT does not always communicate the information about the scheduled or unscheduled outages, there is a risk that operational activities might be impacted (we might not address the incidents in a proper and timely manner, mass mail communication on the outages is not sent in time or complete)

	[bookmark: risk_SB5]SB5: Infrastructure Management
(Including Capacity Management, Availability Management)
	· No open risk.

	[bookmark: risk_SB6]SB6: Application Management
(Including service transition, testing, deployment, Competence Centre, DEV-OPS, etc…)
	· There is a risk in delays in installation/testing in the Taxation sector because the FITS-DEV3 releases no longer include the applicable specifications but only reference it;
· There is a risk of delays in planning of FITS-DEV hotfixes, because these are not always communicated upfront;
· There is a risk in delay of installation in conformance/production when testing cycles are not closed on time;
· There is a risk to receive requests that are not in our scope from ITSM2 Lot2, because of its inaccurate understanding of technical activities of ITSM2 Lot1;
· There is a risk in delays in installation/testing in the Taxation sector because the FITS-DEV3 releases no longer include the applicable specifications but only reference it;
· There is a risk in delay of the FATCA Pilot because Lot1 cannot attend the FAT mission and cannot get an early view and understanding of the infrastructure needs and business flow;
· There is a risk in delay of the FATCA Pilot because Lot1 does not receive SfA versions of software/documentation.

	[bookmark: risk_SB7]SB7: CCN/CSI operations
(Operational activities)
	· There is a risk of potential service gaps between CCN2-DEV and ITSM2;
· There is a risk that ITSM2 Lot1 will have delays in resolving CCN problems because the CCN2-DEV might not give the same level of support as CCN-DEV.

	[bookmark: risk_SB8]SB8: Coordination with other parties
(Interactions with other stakeholders Lot2, DIGIT, QA CONTRACTOR, TAXUD.XX.XXX, etc…)
	· Lot of projects in pipeline, very often running in the same time. Risk of too high workload volume comparing to foreseen one, impacting the schedules;
· The version of <Removed product name>  databases(10.2) used by CCN (ACTPRD and TEAM), ITSM (VSTP and FITSSDBT) is no longer supported, so there is a risk that in case of DB issues, ITSM2 Lot1 will not get support from <Removed product name>  , hence reducing our capabilities to provide services.

	[bookmark: risk_SB9]SB9: IT Service Management
(Including information related to incident management, problem management, ITIL, SLM etc…)
	· Because all availability SQIs are vulnerable and strongly affect GQI calculation, special attention must be paid to CIs monitoring and handling CIs unavailability;
· As there is only 1 day of delay for submitting deliverables with major impact, it is important to collect and submit deliverables on time;
· As only 1 document can be rejected by DG TAXUD's Chef de File in the reporting month, it is important to pay attention to the quality of documents and due dates defined in DTM.

	[bookmark: risk_SB10]SB10: Security Management
(Including security relevant incidents, etc...)
	· <Removed confidential data>;
· Biannual reviews are slow or not effective due to lack of cooperation from NAs.  Likelihood: high (there have been several occurrences);
· <Removed confidential data>;
· Disaster strikes the ITSM data centre;
· <Removed confidential data>. 
· There is a risk that ITSM2 Lot1 will lose connectivity to DC DIGIT, if the DIGIT token registration is not renewed by DG TAXUD before the expiration date (01/11/2015);
· In case frame agreement is extended, there is a risk that ITSM2 Lot1 will lose connectivity to DC DIGIT, if the ITSM2 Lot1 Security Convention, linked to the frame agreement, is not renewed before the expiration date (15/08/2016);
· <Removed confidential data>.

	[bookmark: risk_SB12]SB12: Other services & training
	· <Removed confidential data>
· Biannual reviews are slow or not effective due to lack of cooperation from NAs.  Likelihood: high (there have been several occurrences);
· <Removed confidential data>
· Disaster strikes the ITSM data centre;
· <Removed confidential data>
· There is a risk that ITSM2 Lot1 will lose connectivity to DC DIGIT, if the DIGIT token registration is not renewed by DG TAXUD before the expiration date (01/11/2015);
· In case frame agreement is extended, there is a risk that ITSM2 Lot1 will lose connectivity to DC DIGIT, if the ITSM2 Lot1 Security Convention, linked to the frame agreement, is not renewed before the expiration date (15/08/2016);
· <Removed confidential data>



4.2 [bookmark: _Toc423420931]Highlights
	Activity
	Highlights

	[bookmark: HL_SB2]SB2: Strategy/Conception/Evaluation
(Including internal Quality Management, CSIP, delivery management, USS, etc…)
	· During May 2015, Internal QA reviewed 92 documents, a total of 1069 pages with 267 comments made by the internal quality team. Compared to April 2015, the volume of reviewed documents decreased by 20% and the number of pages decreased by 42%. For the list of deliverables reviewed by Internal QA in May 2015 please consult ITS-1MPR-Annex_12-IntQA_Logs201505-EN0.10;
· During May 2015, Internal QA reviewed 200 open incidents, 190 closed incidents, 13 problems and 40 changes;
· Training material for FQP 2016 was created based on the lessons learnt accumulated during FQP 2015 exercise. The objectives of the training will be:
· To present the templates for the operations procedure and annex, with instructions and tips & tricks on how to be used;
· To offer a better understanding to the authors about the review cycle and the way of working with IntQA;
· The planning of the FQP 2016 exercise is on-going;
· A new check was initiated whose main objective is the quality review of the 2 documents resulted as response to a Request for Estimate (RfE):
· Technical offer;
· Commercial offer.

	[bookmark: HL_SB3]SB3: Tools supporting ITSM
	· Rational tools:
· The Rational integration projects were completed. ITSM2 Lot1 now offers the following major capabilities to the ITSM2 Lot1 operations team:
· RAM v1 - DSL with RAM (Completed);
· RTC v1.1 - Operational Planning (Completed);
· RTC v1.2 - QA Planning (Completed);
· RAM v1.1 - Knowledge Management (Completed);
· RTC v1.3 - Operational Planning + QA Planning – Enhancements (Completed);
· RTC v1.6 - Service Request – SR (Completed);
· RQM v1.0 - Test Execution report with RQM (Completed);
· RQM v1.1 – Integration with RFT (Completed);
· RQM v1.2 – Integration with RPT (Completed);
· Tivoli:
· delivered B2T estimations;
· creation of custom agent to monitor an ESX folder;
· Synergia:
· successful FAT of SMT Q2 release;
· successful SAT of ITSM Portal release.

	[bookmark: HL_SB4]SB4: Service Desk
(Including dispatching, web-mastering, call analysis, statistics, etc...)
	· Focus on the M1SS activities, which have been launched on May 10th 2015; no issues noticed;
· Increase of the quality in the calls confirmed by ITSM2 Lot1 and QA3 Contractor;
· Start-up of using the Assignment Group dedicated for CCN local administrators aligned with the CCN distribution lists used for CCN mass mail communication;
· Creation of short messages in Russian language to speed up resolution time on Speed Bridge Russia (short messages are sent now directly to the Russian Customs Office with detailed information what has to be performed on their side to restore the service);
· Overall quality of incidents and the volume of calls on stable level;
· Preparation phase has been launched for introduction of new service COPIS – OHIM EDB which relies on the previous operational flow created by SD Manager and DG TAXUD for OHIM EDB incidents;
· Continuity of activities related to the Distribution Lists cleaning process;
· The User Access Management approval matrix was refreshed, the current structure of the document contains the mapping with the User Access Management TEMPO Procedure owned by DG TAXUD presenting all possible approvals layers for ITSM and CCN environment.

	[bookmark: HL_SB5]SB5: Infrastructure Management
(Including Capacity Management, Availability Management)
	· Privilege Identity Management:
· Project was completed;
· Started on-boarding of accounts on systems;
· Patching policy :
· Installation on TEM on ITSM2 servers;
· Completed snapshot and analysis of patches, sent list of patches for review to DG TAXUD;
· System hardening:
· Installation on TEM on ITSM2 servers;
· First security reports were generated. Analysis of gaps in configuration ongoing;
· Windows 2k3 migration:
· All SAT databases migrated; 
· For CSMISE PROD production database migrated;
· External DNS replaced to Linux frontend;
· Password expiration:
· Password expiration control was implemented. Now passwords that are close to be expired appear in Tivoli alerts;
· Backup & recovery:
· All backups that are running through networker are visible now on the Tivoli console;
· Started work on improving the backup documentation.

	[bookmark: HL_SB6]SB6: Application Management
(Including service transition, testing, deployment, Competence Centre, DEV-OPS, etc…)
	· After the smooth transition to production of ESDEN application in April 2015, during May 2015 the support provided by CCN AM was at a good level, without major issues;
· Successful upgrade to CCN 7.2.0 of DIGIT Backup GW. The AM teams performed the application shut-down, application start-up and sanity checks;
· There were two incidents at DIGIT, impacting most of the applications, during which AM Level 2 acted promptly to restore the normal service, performing sanity checks on all the affected applications (IM116772 and IM114420);
· AM deployment specialist participated to the CCN2 deployment on PGS, at CCN2-DEV site;
· One of the main activities performed by SB6 is the transition of the new releases of applications into production. Therefore, there is a management focus in understanding how these deployments are distributed throughout the whole month, the average durations for a QUAL cycle and a FULL cycle, and the main factors responsible for variations from month to month;
· Some conclusions for May 2015:
· The average test duration expressed in days for a release with a QUAL cycle is 2.7 days. This average is in line with typical qualification duration, between 2 and 3 days; 
· The average transition duration for a qualified release from receiving the package to production is 6.8 business days;
· For a release with a QUAL cycle the test duration represents 18% from the overall duration and the installation duration 22%; the other tasks up to 100% represent time dedicated to environmental preparations and checks, business user validations and dependencies with other releases;
· In May there was a single release with a full cycle testing that arrived into production environment;
· Customer care and contact unit:
· RfA099 was issued in December 2014 to provide an additional service to support the business users for a specific period of time and specific CIs. The outcome of this activity would be to validate if the additional service has added value for the business users. The concerned period was from January 2015 till April 2015 and ended at the end of April 2015 as planned;
· The applications involved in this pilot were:
· ART2 (QTM 38);
· CN (QTM 43);
· DDS2-SEED (QTM 29);
· SURV CDC (QTM 11);
· SUSPENSIONS (QTM 42);
· At the end the pilot, positive feedback was received from DG TAXUD, based on the input provided by the business users. In the following weeks an agreement will be settled and this service will be part of the continuous services provided by ITSM2 Lot1;
· Service transition unit:
· The deployment team met the demand of May 2015 successfully; the number of the deployments is almost constant compared to the last month;
· Service operations unit:
· The 2nd  level support team is actively involved in providing the required expert user services;
· After reviewing the behaviour of the team during major crises a new working procedure was developed to clarify:
· Communication during off business hours and decision points;
· Performing sanity checks;
· Communication procedures;
· The procedure was tested in real life situations, while restoring the services following the two incidents that took place at DIGIT, IM116772 and IM114420;
· Process Centre of Excellence unit:
· SB6 continued pursuing the objective of reducing the number of emergency changes vs. the number of normal changes:
· April-December 2013 (average number of emergency changes): 11;
· January-December 2014 (average number of emergency changes): 9;
· February: 32 standard changes, 27 normal changes, and 4 emergency changes;
· March: 38 standard changes, 32 normal changes, and 5 emergency changes;
· April: 23 standard changes, 33 normal changes and 5 emergency changes;
· May: 19 standard changes, 40 normal changes and 6 emergency changes;
· All of the emergency changes were requested by the CI owners. One of the emergency changes was related to the roll back of the CRMS 2.6.2 from HF3 to HF2. Two other changes were related to hot fixes for the Taxation business thread, VOW application.
· Another focus area for change management is to increase the proportion of standard changes out of the total changes, by increasing the catalogue of standard changes;
· A full analysis of the change management process is presented in a dedicated section of the MPR. Therefore here will be only highlighted that SB6 keeps under control the trend for AM emergency changes, which shows the degree of maturity of the Change Management process;
· Project Management unit:
· The operational planning is submitted on time and observations and feedback are included back in the plan.

	[bookmark: HL_SB7]SB7: CCN/CSI operations
(Operational activities)
	· Mail3 Data Protection:
· Preparation completed. Now there are ongoing preparations to start tests;
· Patching policy:
· Review of CCN environments progressing. All patches had been reviewed  and sent to DG TAXUD for review;
· CCN Ops documents review:
· Started planning and first review of the CCN Ops documentation. 

	[bookmark: HL_SB8]SB8: Coordination with other parties
(Interactions with other stakeholders Lot2, DIGIT, QA CONTRACTOR, TAXUD.XX.XXX, etc…)
	· ITSM2 Lot1 is supporting the conformance testing campaign of Mini1SS/VoeS with the installation of Plugin v1.7.0 and v1.7.1.;
· ITSM2 Lot1 has been able to successfully install TIC (all modules), VOW v4.6.0 and v4.6.0 HF1 and TEDBv2 Public & Private v2.6.0.;
· ITSM2 Lot1 has successfully installed CCN Audit Downloader tool in Production to save the CCN audit data on the file system until TSS can import it. Mini1SS and VOES audit data is being saved. AEOI data will be saved next reporting period when the system will go live;
· On May 12th 2015 ITSM2 Lot1 organized a meeting on the CS-MISE table partitioning. This was done in collaboration with DG TAXUD, FITS-DEV3 & ITSM2 Lot2. The outcome of this meeting ensured that there will be a follow-up of the CS-MISE correction split of table partitions, which will be performed on 06/06. Moreover a procedure will be set up to ensure yearly checking and, if needed, re-iteration of the partitioning;
· On 8th & 9th of May 2015 CS-MISE DB was successfully migrated to Linux in PROD;
· ITSM2 Lot1 sent DG TAXUD a procedure documenting the ITSM Gateway unavailability procedure. This document was made as a result of an incident which occurred last year.  Due to the incorrect processing of a Gateway Unavailability, the EMCS messages which were meant for CS-MISE were thrown into the Dead-Letter-Queues of the Member States, and could not be recovered. The procedure lists the correct actions which should take place to process unavailability's. The procedure is already applied by ITSM2 Lot1 and will prevent that messages are thrown in MSA DLQs in similar cases of unavailability;
· An initial workshop between DG TAXUD, CUST-DEV3 and ITSM2 Lot1 was held to review the content and ownership of the IRD document.

	[bookmark: HL_SB9]SB9: IT Service Management
(Including information related to incident management, problem management, ITIL, SLM etc…)
	· Processes maturity assessment has been started. The scope covers: Availability Management, Incident Management, Configuration Management, Problem Management, Knowledge Management, Change Management;
· Improvement on Hardware and Software Inventory is ongoing. The quality of data included has been already improved.

	[bookmark: HL_SB10]SB10: Security Management
(Including security relevant incidents, etc...)
	· User Access Revalidation:
· User Access Revalidation process for CCN. Two remainders were sent for NAs and Organizations who has not submitted response yet:
· Date of 1st reminder March 25th 2015:
· Date of 2nd reminder April 23rd 2015:
· ITSM2 Lot1 received 45% answers:
· User Access revalidation process has been started by ITSM2 Lot1 for access controlled by Synergia and access towards CIRCABC Interests Groups managed by ITSM2 Lot1;
· First reminders were sent out to various Organizations and NAs. Feedback was requested by June 5th 2015;
· All feedbacks received will be implemented next week;
· User Access Revalidation process has been started by ITSM2 Lot1 for Active Directory. Mass mails were sent out to various Organizations and NAs;
· Yearly security education:
· IBM launched its yearly cybersecurity and privacy training. This is a mandatory training for all employees which includes a focus on new threats, best practices and policies that all employees must comply with;
· Venom vulnerability:
· On May 13, 2015, CrowdStrike disclosed a buffer overflow vulnerability (CVE-2015-3456) affecting several virtual machine (VM) products. CrowdStrike named this vulnerability, VENOM, which stands for Virtualized Environment Neglected Operations Manipulation. This 10+ year-old vulnerability was introduced when the virtual Floppy Disk Controller was first added to the QEMU codebase, virtual floppy drive code used by many computer virtualization platform. There have been some comparisons in the media of this vulnerability to Heartbleed. However, this vulnerability is not trivial to exploit;
· ITSM2 Lot1 performed immediately an assessment if DG TAXUD systems are impacted or not. Assessment concluded virtualization technologies under ITSM2 Lot1 management are not impacted;
· QEV:
· In May 2015 ITSM2 Lot1 performed its Quarterly Employment Verification cycle. This revalidation is to ensure that everybody on the authorized staff list is still required to be a member of the ITSM2 Lot1 organization;
· Security patching cycle:
· Patching cycle, including security patches was started on April 1st 2015. Status on patching cycle is reported during the IMM;
· DC audit review meeting:
· On May 13th 2015 ITSM2 Lot1 participated in the DG TAXUD Data Centre Security Audit review meeting with DG TAXUD and QA3 Contractor. For all open findings, next steps were defined and agreed upon.

	[bookmark: HL_SB12]SB12: Other services & training
	In May 2015 there were two sessions of EBTI3 Basic Training, both of them held in Romania, which had very good results: <Removed confidential data>





4.3 [bookmark: _Toc423420932]Lowlights
	Activity
	Lowlights

	[bookmark: LL_SB2]SB2: Strategy/Conception/Evaluation
(Including internal Quality Management, CSIP, delivery management, USS, etc…)
	· No lowlights.

	[bookmark: LL_SB3]SB3: Tools supporting ITSM
	· Rational:
· Providing Access to the RTC instance for DG TAXUD users, using a signed trusted SSL certificate failed. Network changes were carried out successfully but the reconfiguration of RTC failed. Root cause analysis is ongoing, and another attempt is being planned next month;
· Tivoli:
· access issue to DIGIT environment was granted very late;
· operational documentation needs to be improved;
· Synergia:
· roll-back of ITSM Portal release on PROD.

	[bookmark: LL_SB4]SB4: Service Desk
(Including dispatching, web-mastering, call analysis, statistics, etc...)
	· No progress for the electronic approval proposal (the new UAM TEMPO procedure owned by DG TAXUD is still not accepted which blocks the implementation of the electronic approval change);
· Deviations of the mass mail concept which impacts operational activities and the workload of the Service Desk team (the entry criteria are ad hoc changed);
· The distribution list management process cannot be fully performed by the Service Desk team as for many cases there is no counterpart on the customer side to approve / accept proposed solutions (hiding of personal email addresses of DG TAXUD members into one distribution list or removing DG TAXUD functional mailboxes which are empty);
· Communication with DIGIT helpdesk and DIGIT Critical Incident manager for unscheduled outages triggered on DIGIT’s side needs to be improved by DIGIT; ITSM2 Lot1 is ignored and not properly informed.

	[bookmark: LL_SB5]SB5: Infrastructure Management
(Including Capacity Management, Availability Management)
	· Data Domain capacity issue: 
· <Removed confidential data>;
· Analysis showed different retention periods set for environments (especially visible on CD3);
· <Removed confidential data>.

	[bookmark: LL_SB6]SB6: Application Management
(Including service transition, testing, deployment, Competence Centre, DEV-OPS, etc…)
	· Customer care and contact unit:
· The CRMS issues in productions were still outstanding during May 2015 generating 2 critical incidents; a hot fix was installed into production, HF3, but after few days it was rolled back. The delivery date for the next hot fix is not yet known;
· Service transition unit:
· The development contractor for CUSTOMS is still operating in a hot fix / data patch approach; during May 2015 8 hot fixes were installed into production, increasing the risk to impact the stability of the operational environment;
· Service operations unit:
· No major lowlight in the unit for this month;
· Process Centre of Excellence unit:
· No major lowlights in the unit for this month. 
· Project Management unit:
· No major lowlights in the unit for this month.

	[bookmark: LL_SB7]SB7: CCN/CSI operations
(Operational activities)
	· CCN Ops Relocation documents:
· <Removed confidential data>There was request to decrease amount of documents by merging information into ID Cards;
· <Removed confidential data>

	[bookmark: LL_SB8]SB8: Coordination with other parties
(Interactions with other stakeholders Lot2, DIGIT, QA CONTRACTOR, TAXUD.XX.XXX, etc…)
	· There was one late delivery from FITS-DEV3 in this reporting month for Taxation applications. TIC delivery has been delayed twice because of on-going discussions between FITS-DEV3 and the business unit regarding the expected functionality. This resulted in a 9 days delay from the original delivery date;
· A few changes have been delayed because of no approval from the Taxation sector. Mail reminders have been sent and the CI owner has been called;
· VOW experienced some difficulties last reporting month. There have been 2 network outages at Digit and there was twice the known issue on "Too many open files". Lot1 has sent a list of operational improvements to DG TAXUD;
· The collaboration with CUST-DEV3 on incident, problem- and change management is described in a MoU. A workshop to validate this MoU, with all parties involved (DG TAXUD CI owners, CUST-DEV3, ITSM2 Lot1 SPOCs and Problem Manager) is still pending. This becomes more and more urgent as different understandings and interpretations of the MoU are circulating;
· <Removed confidential data>
· <Removed confidential data>.

	[bookmark: LL_SB9]SB9: IT Service Management
(Including information related to incident management, problem management, ITIL, SLM etc…)
	· Improvement on Hardware and Software Inventory is ongoing. Improvement of some data is still required.

	[bookmark: LL_SB10]SB10: Security Management
(Including security relevant incidents, etc...)
	· CCN User Revalidation was started in February 2015, at this moment, very few responses received from NAs. Second reminder was sent out at beginning of May 2015. ITSM2 Lot1 received very few responses again. ITSM2 Lot1 will close the user revalidation in the middle of June 2015.

	[bookmark: LL_SB12]SB12: Other services & training
	· In May 2015 three training sessions were cancelled by DG TAXUD:
· EBTI3 Basic Training (3rd session);
· 2 training sessions on CCN.





4.4 [bookmark: _Toc423420933]Lessons Learnt
	Activity
	Lessons Learnt

	[bookmark: LEL_SB2]SB2: Strategy/Conception/Evaluation
(Including internal Quality Management, CSIP, delivery management, USS, etc…)
	· No lesson learnt.

	[bookmark: LEL_SB3]SB3: Tools supporting ITSM
	· Rational:
· Access routes to the rational applications need to be tested from within the DG TAXUD building on DG TAXUD’s computers. Direct internet access may not be assumed;
· Synergia:
· The performance issue of the ITSM Portal after the new release is subject of further investigation.

	[bookmark: LEL_SB4]SB4: Service Desk
(Including dispatching, web-mastering, call analysis, statistics, etc...)
	· <Removed confidential data>.

	[bookmark: LEL_SB5]SB5: Infrastructure Management
(Including Capacity Management, Availability Management)
	· Example with the different retention period set for different environments (CD3) shows that there is an urgent need to create common retention policy for environments. Action will be followed in IMM;
· <Removed confidential data>.

	[bookmark: LEL_SB6]SB6: Application Management
(Including service transition, testing, deployment, Competence Centre, DEV-OPS, etc…)
	· Customer care and contact unit:
· CRMS should remain in focus at all levels; the operational issues ITSM2 Lot1 has seen in production need tweaking at operational level and structural solution to address the performance issues at development level;
· Service transition unit:
· ITSM2 Lot1 will continue to raise awareness regarding the fact that the normal release process should be preferred to emergency fix process in order to reduce the potential production issues;
· Service operations unit:
· No lessons learnt in the current month;
· Process Centre of Excellence unit:
· No lessons learnt in the current month;
· Project Management unit:
· No lessons learnt in the current month.

	[bookmark: LEL_SB7]SB7: CCN/CSI operations
(Operational activities)
	· <Removed confidential data>.

	[bookmark: LEL_SB8]SB8: Coordination with other parties
(Interactions with other stakeholders Lot2, DIGIT, QA CONTRACTOR, TAXUD.XX.XXX, etc…)
	· In the next reporting month, AEOI will be launched in production. Some member states will not be able to process the messages arriving in their queues. DG TAXUD and FITS-DEV3 made estimation. ITSM2 Lot1 has provided the capacity constraints towards DG TAXUD and ITSM2 Lot2 - they are working with the member states at risk to find a solution;
· In the next reporting months, this section will be regrouped towards the new structure of DG TAXUD C5 ITO and DTEA.

	[bookmark: LEL_SB9]SB9: 
IT Service Management
(Including information related to incident management, problem management, ITIL, SLM etc…)
	· Awareness on service management processes needs to be built constantly. Incident Manager is organizing periodical SMT awareness sessions for Lot1.

	[bookmark: LEL_SB10]SB10: Security Management
(Including security relevant incidents, etc...)
	· No new lessons learnt;

	[bookmark: LEL_SB12]SB12: Other services & training
	· There were no lessons learnt for the current month.




5. [bookmark: _Toc423420934]Summary of Service Level Information
5.1 [bookmark: _Toc423420935]SQI/GQI Reporting
<Removed confidential data>
5.1.1 Contractual SQIs
	SQI
	SHORT DESCRIPTION
	<Removed confidential data>


	SQI-001
	Measure the availability of all the CCN Gateways, CCN Mail servers and applications (CIs) of all complexity levels in the Prod environment for all the "5d-13h" Service window and the "Normal" QoS
	

	SQI-002
	Measure the availability of all the CCN Gateways, CCN Mail servers and applications (CIs) of all complexity levels in the Conf/Backup environment for all the "5d-13h" Service window and the "Normal" QoS
	

	SQI-005
	Measure the availability of all the CCN Gateways, CCN Mail servers and applications (CIs) of all complexity levels in the Prod environment for all the "7d-13h" Service window and the "Normal" QoS
	

	SQI-006
	Measure the availability of all the CCN Gateways, CCN Mail servers and applications (CIs) of all complexity levels in the Conf/Backup environment for all the "7d-13h" Service window and the "Normal" QoS
	

	SQI-009
	Measure the availability of all the CCN Gateways, CCN Mail servers and applications (CIs) of all complexity levels in the Prod environment for all the "7d-24h" Service window and the "Normal" QoS
	

	SQI-010
	Measure the availability of all the CCN Gateways, CCN Mail servers and applications (CIs) of all complexity levels in the Conf/Backup environment for all the "7d-24h" Service window and the "Normal" QoS
	

	SQI-011
	Measure the availability of all the CCN Gateways, CCN Mail servers and applications (CIs) of in the PROD environment for all the "7d-24h" Service window and the "Extended" QoS
	

	SQI-012
	Measure the availability of all the CCN Gateways, CCN Mail servers and applications (CIs) of in the Conf/Backup environment for all the "7d-24h" Service window and the "Extended" QoS
	

	SQI-013
	Working days delay on deliverables with low impact
	

	SQI-014
	Working days delay on deliverables with medium impact
	

	SQI-015
	Working days delay on deliverables with high impact
	

	SQI-016
	Working days delay on deliverables with major impact
	

	SQI-017
	Working days delay on implementation of actions agreed with DG TAXUD
	

	SQI-018
	Measure the Incident resolution time
	

	SQI-019
	Measure the Problem resolution time
	

	SQI-020
	Measure the Training/workshop appraisal.
	

	SQI-021
	Measure the acknowledgement of Service Desk interactions
	

	SQI-022
	Measure the number of complaints received.
	

	SQI-023
	The number of times the internal organisation (e.g. members of a consortium or other) are exposed to DG TAXUD, its third party contractors or users of the services.
	

	SQI-026
	Measure the number of occurrences the Service Desk is unreachable.
	

	SQI-027
	Measure the respect of the delay to escalate to DG TAXUD for Critical impact (incidents, events, risks) or prolonged delays/unavailability
	

	SQI-028
	Number of documents rejected at SfA
	

	SQI-029
	Measure the number of Service Calls opened for events that
should not yield a Service Call
	


[bookmark: _Toc423420911]Table 5.2- Summary of the activated SQIs
Details can be found in ITS-1MPR- Annex 03-SQI 201505-EN
5.1.2 
5.1.3 Monthly Evolution of the Activated SQIs
<Removed confidential data>

[bookmark: _Toc423420912]Table 5.3 - Monthly view of the activated SQI (profiled values)
Details can be found in ITS-1MPR-Annex 03-SQI 201505-EN.
5.2 
5.3 [bookmark: _Toc423420936]KPI Reporting
5.3.1 Contractual KPI
	KPI
	SHORT DESCRIPTION
	VALUE

	KPI001
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD + CONF/BACKUP ENVIRONMENTS FOR ALL SERVICE WINDOWS AND ALL QOS
	

	KPI002
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD + CONF/BACKUP ENVIRONMENTS FOR ALL THE "5D-13H" SERVICE WINDOW AND THE "NORMAL" QOS
	

	KPI003
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD ENVIRONMENT FOR ALL THE "5D-13H" SERVICE WINDOW AND THE "NORMAL" QOS
	

	KPI004
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE CONF/BACKUP ENVIRONMENT FOR ALL THE "5D-13H" SERVICE WINDOW AND THE "NORMAL" QOS
	

	KPI005
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD + CONF/BACKUP ENVIRONMENTS FOR ALL THE "5D-13H" SERVICE WINDOW AND THE "EXTENDED" QOS
	

	KPI006
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD ENVIRONMENT FOR ALL THE "5D-13H" SERVICE WINDOW AND THE "EXTENDED" QOS
	

	KPI007
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE CONF/BACKUP ENVIRONMENT FOR ALL THE "5D-13H" SERVICE WINDOW AND THE "EXTENDED" QOS
	

	KPI008
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD + CONF/BACKUP ENVIRONMENT FOR ALL THE "7D-13H" SERVICE WINDOW AND THE "NORMAL" QOS
	

	KPI009
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD ENVIRONMENT FOR ALL THE "7D- 13H" SERVICE WINDOW AND THE "NORMAL" QOS
	

	KPI010
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE CONF/BACKUP ENVIRONMENT FOR ALL THE "7D-13H" SERVICE WINDOW AND THE "NORMAL" QOS
	

	KPI011
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD + CONF/BACKUP ENVIRONMENTS FOR ALL THE "7D-13H" SERVICE WINDOW AND THE "EXTENDED" QOS
	

	KPI012
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD ENVIRONMENT FOR ALL THE "7D-13H" SERVICE WINDOW AND THE "EXTENDED" QOS N/A
	

	KPI013
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE CONF/BACKUP ENVIRONMENT FOR ALL THE "7D-13H" SERVICE WINDOW AND THE "EXTENDED" QOS
	

	KPI014
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD + CONF/BACKUP ENVIRONMENTS FOR ALL THE "7D-24H" SERVICE WINDOW AND THE "NORMAL" QOS
	

	KPI015
	MEASURE THE AVAILABILITY OF ALL THE A CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD ENVIRONMENT FOR ALL THE "7D-24H" SERVICE WINDOW AND THE "NORMAL" QOS
	

	KPI016
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE CONF/BACKUP ENVIRONMENT FOR ALL THE "7D-24H"SERVICE WINDOW AND THE "NORMAL" QOS
	

	KPI017
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD + CONF/BACKUP ENVIRONMENTS FOR ALL THE "7D-24H" SERVICE WINDOW AND THE "EXTENDED" QOS
	

	KPI018
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE PROD ENVIRONMENT FOR ALL THE "7D-24H" SERVICE WINDOW AND THE "EXTENDED" QOS
	

	KPI019
	MEASURE THE AVAILABILITY OF ALL THE CCN GATEWAYS, CCN MAIL SERVERS AND APPLICATIONS (CIS) IN THE CONF/BACKUP ENVIRONMENT FOR ALL THE "7D-24H" SERVICE WINDOW AND THE "EXTENDED" QOS
	

	KPI020
	MEASURE THE INTEGRITY OF THE APPLICATION/SYSTEM PORTFOLIO
	

	KPI021
	MEASURE THE CONFORMANCE TEST READINESS
	

	KPI022
	MEASURE THE NUMBER OF RETROSPECTIVE CHANGES PERFORMED ON THE CMDB
	

	KPI023
	MEASURE THE TOTAL NUMBER OF SERVICE CALLS REMAINING OPEN
	

	KPI024
	MEASURE THE NUMBER OF OPENED & CLOSED SERVICE CALLS DURING THE MONTH
	

	KPI025
	MEASURE THE RESPECT OF THE DEADLINE FOR ANNOUNCEMENT (VIA MASS MAILS) OF SCHEDULED UNAVAILABILITY
	

	KPI026
	MEASURE THE NUMBER OF DEVIATIONS DETECTED TO THE INTERNAL WORKING PROCEDURES
	

	KPI027
	MEASURE THE NUMBER OF DEVIATIONS DETECTED TO THE SERVICE CATALOGUE
	

	KPI028
	MEASURE THE QUALITY OF A DELIVERABLE SENT FOR REVIEW
	

	KPI029
	GQI VIEW TAKING THE AVERAGE OF DAILY AVAILABILITY VALUES AS CALCULATION METHODOLOGY
	


[bookmark: _Toc423420913]Table 5.4 - Summary of the activated KPI
More details can be found in ITS-1MPR- Annex 04-KPI 201505-EN
5.3.2 
5.3.3 Monthly Evolution of the Activated KPI
[bookmark: _GoBack]<Removed confidential data>

[bookmark: _Toc423420914] Table 5.5 - Monthly view of the activated KPI (profiled values)
More details can be found in ITS-1MPR-Annex 04-KPI 201505-EN
5.4 
5.5 [bookmark: _Toc423420937]Complaints
There were no complaints registered in the reported month, May 2015.
6. [bookmark: _Toc423420938]Administrative Information
6.1 [bookmark: _Toc423420939]Purpose of the Document
This is the SC01, SC03, SC05, SC06 and SC07 Monthly Progress Report for Deliverable DLV. 7 identified in Framework Contract DG TAXUD/2012/CC/112.
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	Version
	Date
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	2014

	A5
	TAXUD/2014/DE/148
	Specific Contract 06 ITSM2 Lot1
	N/A
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	1

	D.34
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	1

	D.34
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	ITS-1RPT-SDR-Daily Report20150503EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150504EN
	ITS-1RPT-SDR-Daily Report20150504EN
	1

	D.34
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	ITS-1RPT-SDR-Daily Report20150505EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150506EN
	ITS-1RPT-SDR-Daily Report20150506EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150507EN
	ITS-1RPT-SDR-Daily Report20150507EN
	1

	D.68
	ITS-1XOP-EOS20150501-EN
	EOS Operational statistics 20150501
	1

	D.68
	ITS-1XOP-EOS20150502-EN
	EOS Operational statistics 20150502
	1

	D.68
	ITS-1XOP-EOS20150503-EN
	EOS Operational statistics 20150503
	1

	D.68
	ITS-1XOP-EOS20150504-EN
	EOS Operational statistics 20150504
	1

	D.68
	ITS-1XOP-EOS20150505-EN
	EOS Operational statistics 20150505
	1

	D.68
	ITS-1XOP-EOS20150506-EN
	EOS Operational statistics 20150506
	1

	D.68
	ITS-1XOP-EOS20150507-EN
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	1

	N/A
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	1
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	ITS-1RPT-SDR-Daily Report20150508EN
	ITS-1RPT-SDR-Daily Report20150508EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150509EN
	ITS-1RPT-SDR-Daily Report20150509EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150510EN
	ITS-1RPT-SDR-Daily Report20150510EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150511EN
	ITS-1RPT-SDR-Daily Report20150511EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150512EN
	ITS-1RPT-SDR-Daily Report20150512EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150513EN
	ITS-1RPT-SDR-Daily Report20150513EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150514EN
	ITS-1RPT-SDR-Daily Report20150514EN
	1

	D.68
	ITS-1XOP-EOS20150508-EN
	EOS Operational statistics 20150508
	1

	D.68
	ITS-1XOP-EOS20150509-EN
	EOS Operational statistics 20150509
	1

	D.68
	ITS-1XOP-EOS20150510-EN
	EOS Operational statistics 20150510
	1

	D.68
	ITS-1XOP-EOS20150511-EN
	EOS Operational statistics 20150511
	1

	D.68
	ITS-1XOP-EOS20150512-EN
	EOS Operational statistics 20150512
	1

	D.68
	ITS-1XOP-EOS20150513-EN
	EOS Operational statistics 20150513
	1

	D.68
	ITS-1XOP-EOS20150514-EN
	EOS Operational statistics 20150514
	1

	D.14
	ITS-1OPR-023-Problem Management v2.01 EN
	ITS-1OPR-023-Problem Management
	1

	D.14
	ITS-1OPR-027-Defect registration at X-DEV side v2.02 EN
	ITS-1OPR-027-Defect registration at X-DEV side
	1

	D.14
	ITS-1OPR-042-Operational Planning v1.02 EN
	ITS-1OPR-042-Operational Planning
	1

	D.14
	ITS-1OPR-076 Manual Monitoring -Timestamp verification for the NCTS, ECS, ICS, SPEED and EMCS log files v1.01 EN
	ITS-1OPR-076 Manual Monitoring -Timestamp verification for the NCTS, ECS, ICS, SPEED and EMCS log files
	1

	D.14
	ITS-1OPR-175-CCN-Statistics_incidents v1.01 EN
	ITS-1OPR-175-CCN-Statistics_incidents
	1

	D.14
	ITS-1OPR-183 - Installation Report v1.01 EN
	ITS-1OPR-183 - Installation Report
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150515EN
	ITS-1RPT-SDR-Daily Report20150515EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150516EN
	ITS-1RPT-SDR-Daily Report20150516EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150517EN
	ITS-1RPT-SDR-Daily Report20150517EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150518EN
	ITS-1RPT-SDR-Daily Report20150518EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150519EN
	ITS-1RPT-SDR-Daily Report20150519EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150520EN
	ITS-1RPT-SDR-Daily Report20150520EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150521EN
	ITS-1RPT-SDR-Daily Report20150521EN
	1

	D.68
	ITS-1XOP-EOS20150515-EN
	EOS Operational statistics 20150515
	1

	D.68
	ITS-1XOP-EOS20150516-EN
	EOS Operational statistics 20150516
	1

	D.68
	ITS-1XOP-EOS20150517-EN
	EOS Operational statistics 20150517
	1

	D.68
	ITS-1XOP-EOS20150518-EN
	EOS Operational statistics 20150518
	1

	D.68
	ITS-1XOP-EOS20150519-EN
	EOS Operational statistics 20150519
	1

	D.68
	ITS-1XOP-EOS20150520-EN
	EOS Operational statistics 20150520
	1

	D.68
	ITS-1XOP-EOS20150521-EN
	EOS Operational statistics 20150521
	1

	D.44
	EOS-1ATP-EOS v3.6.2.1 Acceptance Test Plan EN
	EOS-1ATP-EOS v3.6.2.1 Acceptance Test Plan EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150522EN
	ITS-1RPT-SDR-Daily Report20150522EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150523EN
	ITS-1RPT-SDR-Daily Report20150523EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150524EN
	ITS-1RPT-SDR-Daily Report20150524EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150525EN
	ITS-1RPT-SDR-Daily Report20150525EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150526EN
	ITS-1RPT-SDR-Daily Report20150526EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150527EN
	ITS-1RPT-SDR-Daily Report20150527EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150528EN
	ITS-1RPT-SDR-Daily Report20150528EN
	1

	D.68
	ITS-1XOP-EOS20150522-EN
	EOS Operational statistics 20150522
	1

	D.68
	ITS-1XOP-EOS20150523-EN
	EOS Operational statistics 20150523
	1

	D.68
	ITS-1XOP-EOS20150524-EN
	EOS Operational statistics 20150524
	1

	D.68
	ITS-1XOP-EOS20150525-EN
	EOS Operational statistics 20150525
	1

	D.68
	ITS-1XOP-EOS20150526-EN
	EOS Operational statistics 20150526
	1

	D.68
	ITS-1XOP-EOS20150527-EN
	EOS Operational statistics 20150527
	1

	D.68
	ITS-1XOP-EOS20150528-EN
	EOS Operational statistics 20150528
	1

	N/A
	ITS-1IMP-B2T Group 0 Migration procedures EN
	ITS-1IMP-B2T Group 0 Migration procedures EN
	1

	D.65
	ITS-1DLV-SLM KPI Framework EN
	ITS-1DLV-SLM KPI Framework EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150529EN
	ITS-1RPT-SDR-Daily Report20150529EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150530EN
	ITS-1RPT-SDR-Daily Report20150530EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150531EN
	ITS-1RPT-SDR-Daily Report20150531EN
	1

	D.68
	ITS-1XOP-EOS20150529-EN
	EOS Operational statistics 20150529
	1

	D.68
	ITS-1XOP-EOS20150530-EN
	EOS Operational statistics 20150530
	1

	D.68
	ITS-1XOP-EOS20150531-EN
	EOS Operational statistics 20150531
	1
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