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[bookmark: _Toc421720909]Summary of Service Reporting
The table below presents the actual results on different SQIs for the reporting period of May 2015.
The General Quality Indicator Result is <Removed confidential data>.
· Overall, month to month 82% of active SQI’s <Removed confidential data> level. The comparison can be found in Annex 03 to the MPR in the worksheet entitled “results”, in M2M column indicating the Month to Month development.
· In Availability Management related SQI’s (SQI-001 until SQI-012) one SQI result was <Removed confidential data>..
· In Deliverables Management related SQI’s (SQI-013 until SQI-016) overall there has been 5 documents less delivered this month compared to the previous reporting period (58 instead of 63). There have been 32 deliverables Submitted for Review in May 2015 and 26 deliverables Submitted for Acceptance. <Removed confidential data>.
· The Incident Management SQI-018 is reported a result <Removed confidential data>.
· The Problem Management resolution time SQI-019 has been reported, but did not reach the minimum number of measurements, therefore remains inactive. <Removed confidential data>.
· Service Desk Acknowledgement time (SQI-021) has again been reported <Removed confidential data>.
· There were no complaints in May 2015;
· There were two trainings in May 2015 (SQI-020 <Removed confidential data>as two EBTI Trainings were held;
· There was no document requiring Re-SfA.


	SQI
	Description
	Weight
	Limit
	Target
	May
2015
	Profiled SQI value

	SQI-001
	Prod environment for all the "5d-13h" Service window and the "Normal" QOS
	4
	99.30%
	99.98%
	97.10%
	

	SQI-002
	Conf/Backup environment for all the "5d-13h" Service window and the "Normal" QOS
	4
	99.30%
	99.98%
	100.00%
	

	SQI-005
	Prod environment for all the "7d-13h" Service window and the "Normal" QOS
	4
	99.30%
	99.98%
	100.00%
	

	SQI-006
	Conf/Backup environment for all the "7d-13h" Service window and the "Normal" QOS
	4
	99.30%
	99.98%
	100.00%
	

	SQI-009
	Prod environment for all the "7d-24h" Service window and the "Normal" QOS
	4
	99.30%
	99.98%
	100.00%
	

	SQI-010
	Conf/Backup environment for all the "7d-24h" Service window and the "Normal" QOS
	4
	99.30%
	99.98%
	100.00%
	

	SQI-011
	PROD environment for all the "7d-24h" Service window and the "Extended" QOS
	4
	99.40%
	99.98%
	99.58%
	

	SQI-012
	Conf/Backup environment for all the "7d-24h" Service window and the "Extended" QOS
	4
	99.40%
	99.98%
	99.55%
	

	SQI-013
	Working days delay on deliverables with low impact
	4
	15
	0
	0.00
	

	SQI-014
	Working days delay on deliverables with medium impact
	4
	10
	0
	0.00
	

	SQI-015
	Working days delay on deliverables with high impact
	4
	5
	0
	0.00
	

	SQI-016
	Working days delay on deliverables with major impact
	4
	1
	0
	0.00
	

	SQI-017
	Working days delay on implementation of actions agreed with DG TAXUD
	4
	0
	3 WD
	0.00%
	

	SQI-018
	Measure the Incident resolution time
	3
	95%
	98%
	98.36%
	

	SQI-019
	Measure the Problem Resolution time
	2
	95%
	98%
	N/A
	

	SQI-020
	Measure the Training/workshop appraisal.
	3
	79%
	100%
	94.44%
	

	SQI-021
	Measure the acknowledgement of Service Desk interactions
	2
	5%
	0%
	0.25%
	

	SQI-022
	Measure the number of complaints received.
	4
	2
	0
	0
	

	SQI-023
	The number of times the internal organisation (e.g. members of a consortium or other) are exposed to DG TAXUD, its third party contractors or users of the services.
	3
	2
	0
	0
	

	SQI-026
	Measure the number of occurrences the Service Desk is unreachable.
	3
	2
	0
	0
	

	SQI-027
	Measure the respect of the delay to escalate to DG TAXUD for Critical impact (incidents, events, risks) or prolonged delays/unavailability
	4
	90.00%
	100.00%
	100.00%
	

	SQI-028
	Number of documents rejected at SfA
	3
	2
	0
	0
	

	SQI-029
	Measure the number of Service Calls opened for events that should not yield a Service Call
	1
	3%
	0%
	0.00%
	


[bookmark: _Toc421721416]Table 1.1- SQI Results
[bookmark: _Toc421720910]Governance Functions
[bookmark: _Toc421720911]Project Management 
From a Project and Portfolio management perspective, the following Service Governance Organisation describes the hierarchical structure of the ITSM2 Lot1 team. 
The organisation chart below gives a high level overview of the Service Organisation of ITSM2 Lot1, the main Project Managers, the team leaders and the Geographical spread for the Organisational Structure.
Under the Portfolio Team, all Program and Project Management activities related to Integration Projects and Transformation Projects are held.
During the Month of April 2015, a change in the CCN BTL role has been announced <Removed nominative data>  has stepped out from the position and the role was transferred to <Removed nominative data> as of May 1st 2015. ITSM2 Lot1 has also aligned the BTL role around Taxation and Excise in conformance to DG TAXUD C5 reorganization and confirmed the BTL role with <Removed nominative data>. During the month of May ITSM2 Lot1 also announced a change to the core ITSM2 Lot1 Governance structure where <Removed nominative data> (BTL for Customs) will be stepping out during the month of June 2015 and, as of July 1st the position will be covered by <Removed nominative data>
<Removed nominative data>
[bookmark: _Toc421721491]Figure 2‑1 - ITSM2 Organization Overview
[bookmark: _Toc421720912]Delivery Management & Internal QA
During May 2015, Internal QAC reviewed 92 documents, a total of 1069. Compared to April 2015, the volume of reviewed documents decreased by 20% and the number of pages decreased by 42%. For the list of deliverables reviewed by Internal QAC in May please consult ITS-1MPR-Annex_12-IntQA_Logs201505-EN0.10. 
During May 2015, Internal QAC reviewed 200 open incidents, 190 closed incidents, 13 problems and 40 changes.
[bookmark: _Toc421720913]Service Requests, Planning & Service Catalogue Management
This section describes events related to service catalogue management, service requests (RfS for continues services and on-demand requests) and service planning. 
The detailed description of request for services (RfS) is reported in ITS-1MPR-Annex 32-Service Requests 201505-EN.
The detailed description of on-demand services (RfE/RfA) is reported in ITS-1MPR-Annex 27-Quantities consumption 201505-EN.
0. [bookmark: _Toc421720914] Service Requests
21 new Requests for Service were logged into the system in May 2015, and 18 Requests for Service were closed during this reporting period (status from SMT noted the 31/05/2015).
The overview of RfS statistics per business thread is detailed in the table below.

	 
	RfS--->
	open
	closed/cancel
	Planned

	year
	BT--->
	Cus
	Tax
	Exc
	Its
	CCN
	Total     OPEN      /per month
	Cus
	Tax
	Exc
	Its
	CCN
	Total  CLOSED      /per month
	Cus
	Tax
	Exc
	Its
	CCN
	Total  Planned      /per month

	2013
	Apr
	16
	8
	3
	2
	--
	29
	4
	0
	0
	0
	--
	4
	0
	0
	0
	0
	--
	0

	
	May
	3
	7
	1
	1
	--
	12
	0
	3
	0
	1
	--
	4
	0
	2
	3
	1
	--
	6

	
	Jun
	13
	6
	2
	1
	--
	22
	3
	7
	0
	0
	--
	10
	11
	7
	3
	0
	--
	21

	
	Jul
	14
	2
	4
	0
	0
	20
	11
	4
	0
	2
	0
	17
	10
	1
	2
	0
	0
	13

	
	Aug
	10
	3
	2
	0
	15
	30
	2
	0
	5
	0
	0
	7
	11
	1
	2
	1
	5
	20

	
	Sep
	19
	16
	5
	4
	0
	44
	15
	13
	2
	0
	0
	30
	7
	2
	2
	1
	0
	12

	
	Oct
	14
	2
	1
	2
	0
	19
	20
	4
	4
	0
	0
	28
	13
	3
	2
	1
	0
	19

	
	Nov
	8
	5
	3
	1
	5
	22
	4
	5
	4
	1
	4
	18
	8
	4
	4
	0
	0
	16

	
	Dec
	20
	1
	1
	1
	0
	23
	5
	4
	1
	0
	0
	10
	4
	1
	0
	3
	4
	12

	2014
	Jan
	8
	10
	6
	4
	1
	29
	13
	4
	5
	4
	7
	33
	21
	5
	2
	0
	0
	28

	
	Feb
	9
	11
	1
	1
	1
	23
	9
	3
	6
	2
	4
	24
	5
	2
	4
	0
	0
	11

	
	Mar
	16
	12
	3
	0
	0
	31
	15
	3
	2
	2
	3
	25
	5
	0
	1
	0
	0
	6

	
	Apr
	10
	8
	2
	0
	0
	20
	23
	16
	0
	3
	0
	42
	7
	0
	0
	0
	0
	7

	
	May
	9
	5
	2
	0
	0
	16
	9
	14
	2
	0
	2
	27
	6
	0
	2
	0
	0
	8

	
	Jun
	5
	11
	4
	4
	0
	24
	15
	10
	0
	1
	1
	27
	2
	6
	5
	0
	2
	15

	
	Jul
	5
	5
	0
	1
	1
	12
	13
	11
	8
	2
	0
	34
	13
	0
	0
	2
	0
	15

	
	Aug
	15
	8
	1
	1
	0
	25
	8
	9
	1
	0
	0
	18
	11
	0
	1
	0
	0
	12

	
	Sep
	11
	9
	0
	4
	0
	24
	10
	12
	0
	0
	0
	22
	9
	0
	0
	0
	1
	10

	
	Oct
	15
	10
	1
	1
	0
	27
	18
	7
	1
	2
	0
	28
	15
	0
	0
	1
	0
	16

	
	Nov
	16
	10
	3
	0
	0
	29
	8
	6
	0
	2
	0
	16
	11
	0
	1
	0
	0
	12

	
	Dec
	19
	0
	0
	2
	0
	21
	17
	8
	1
	3
	0
	29
	4
	0
	1
	0
	0
	5

	2015
	Jan
	7
	9
	2
	1
	1
	20
	14
	9
	3
	1
	1
	28
	2
	1
	0
	0
	1
	4

	
	Feb
	19
	4
	0
	0
	0
	23
	8
	5
	0
	0
	0
	13
	14
	0
	2
	0
	0
	16

	
	Mar
	16
	4
	3
	1
	0
	24
	6
	2
	2
	2
	1
	13
	12
	5
	2
	0
	0
	19

	
	Apr
	10
	8
	0
	0
	2
	20
	19
	5
	2
	2
	0
	28
	10
	3
	0
	1
	2
	16

	
	May
	12
	4
	1
	1
	3
	21
	16
	2
	0
	0
	0
	18
	11
	4
	0
	0
	5
	20

	per BT total
	319
	178
	51
	33
	29
	610
	285
	166
	49
	30
	23
	553
	222
	47
	39
	11
	20
	339


[bookmark: _Toc421721417]Table 2.1 - RfS logged / per month count
[bookmark: _Toc421720915]Status of Request for Service 
For the details regarding all reported RfS status please refer to the ITS-1MPR-Annex 32-Service Requests 201505-EN.
0. [bookmark: _Toc421720916] Planning
The service planning is closely coordinated with the IT Operational Planning (ITOP), updates are available on a weekly basis on each Friday.
0. [bookmark: _Toc421720917] Service Catalogue Management
Workshops with the different stakeholders are ongoing. Detailed status was presented in the monthly meeting on May 28th 2015.
[bookmark: _Toc421720918]Business Perspective
The Business Perspective activities described below are related to the Business Thread Customs (DG TAXUD - CIS). The Business Perspective activities for the Business Thread Excise and Taxation are not in the scope for ITSM2 Lot1.

[bookmark: _Toc421720919] Business Monitoring & Reporting
ITSM2 Lot1 produces business reports for the non-Trans European Customs applications on a daily, weekly, monthly, and ad-hoc basis to the different units of DG TAXUD A5 in concordance with the agreed content, frequency and distribution list.
In May the following reports were created:
· EOS Daily Report;
· EOS Weekly Report;
· MSR Monthly Report:
· WebLogic applications technical aspects;
· WebLogic applications business aspects;
· Economic Operator systems;
· ARIS monthly Report.
In May, no AD HOC CT campaigns have taken place.  
For info: EOS: The NA-PL started AD HOC Conformance Testing in April and has informed that the Conformance Testing will be extended until 30/10/2015 – no activities to be reported in May. 
[bookmark: _Toc421720920]Business Liaison Activities
In order to ensure an efficient technical coordination between all the parties involved, the following meetings were organized in May:
· Bi-weekly Customs Coordination Meeting with DG TAXUD/CIS Planning Coordinator <Removed nominative data> and DG TAXUD/CIS Operations leader <Removed nominative data> to discuss  the ITOP Planning and forecast, the Customs Training status and forecast, the status of the Customs CT activities, Operational issues, Risks and Actions;
· CS/RD & CS/MIS weekly status meeting with ITSM2 Lot1 SPOC’s, DG TAXUD CI owners, QA3, ITSM2 Lot2 and CUST-DEV3 to discuss the status on the open incidents and deployment activities;
· TARIFF applications weekly status meeting with ITSM2 Lot1 SPOC’s, DG TAXUD CI owners, QA3, and CUST-DEV3 to discuss the status on the open incidents and deployment activities;
· DDS2 applications status meeting with ITSM2 Lot1 SPOC, TAXUD CI owners, QA3, and CUST-DEV3.
· Bi-weekly status meeting for Risk Management and Control internal applications with ITSM2 Lot1 SPOC, DG TAXUD CI Owners, QA3, CUST-DEV3.
· ART2 and COPIS Weekly status meeting with ITSM2 Lot1 SPOC, DG TAXUD CI Owner, CUST-DEV3and QA3 to discuss the status on the open incidents and deployment activities.
· Conference calls with ITSM2 Lot1 AM, ITSM2 Lot2, DG TAXUD CI Owners, DG TAXUD ISD and CUST-DEV3 to discuss the actions to be taken based on the proposition to deal with the internationalization of the applications.
[bookmark: _Toc421720921]New Systems & New Technology
No update.
[bookmark: _Toc421720922]Service Improvements
[bookmark: _Toc421720923] New Tools & Tools Improvements
 No update.
[bookmark: _Toc421720924]New Processes & Process Improvements
Overall CSIP is managing 315 improvement opportunities across all processes (details in the CSIP Register).
	

[bookmark: _Toc395104603][bookmark: _Toc421721492]Figure 5‑1 - Improvement initiatives by status

The active CSIP pipeline (Identified, Work in progress, Change Submitted, On Hold and CSIP AIA) is made of 84 improvements spread across 15 process areas.

[bookmark: _Toc395104604][bookmark: _Toc421721493]Figure 5‑2 - Improvement pipeline by area
Highlights:
· CSIP is focusing on implementing the high priority improvement opportunities scheduled for Q2'2015;
· CSIP is executing the next ITIL Process Maturity Health Check to report on process maturity;

[bookmark: _Toc421721494]	Figure 5‑3 - Closure rate - 175 closed improvement opps by quarter


[bookmark: _Toc395104605][bookmark: _Toc421721495]Figure 5‑4 - Remaining pipeline by target quarter



[bookmark: _Toc421720925]Service Support Statistics
[bookmark: _Toc421720926] Service Desk Activities
[bookmark: _Toc193683875][bookmark: _Toc200139209][bookmark: _Toc205962532][bookmark: _Toc208397386][bookmark: _Toc229826486][bookmark: _Toc232397893][bookmark: _Toc242513122][bookmark: _Toc287363896][bookmark: _Toc319065207][bookmark: _Toc354128208][bookmark: _Toc421720927]Overview
In May the Service Desk team opened 3322 new interactions and at the same time closed 3093. 
During reported period the service desk function was delivered on a stable level without any major operational issues. 
In May the team faced a few big DIGIT data centre outages which impacted the operational activities performed by ITSM2 Lot1  teams. The main issues spotted during that unscheduled outages were:
· <Removed confidential data>, including ITSM2 Lot1 teams;
· <Removed confidential data>, especially during the night when additional technical tasks need to be performed by Lot1 teams, after the confirmation of DIGIT to restore back the service. 
In May following activities were performed by the team: 
· Focus on the M1SS activities, which have been launched on 10th of May; no issues noticed; after one month of these activities, the only conclusion is that there were a lot of new incidents that have been raised towards 2nd level teams, especially ITSM Lot2;
· The quality of the incidents is verified by the team itself together with the ITSM2 Lot1 IntQAC team and with additional support from the QA3 team. This kind of double checks, performed by different teams, allowed Service Desk to better understand which information and operational knowledge is missing in the documents for non-operational teams. The documentation is built and updated on a regular basis. 
· The significant increased number of Work in Progress calls as well as those in Pending Issuer status is mainly due to the fact that on May 10th there were new activities launched by member States for the M1SS service, activities which remain under investigation of other teams;
· Startup of using the Assignment Groups dedicated for CCN local administrators; it is applicable for CCN mass mail notifications as well as the assignment groups within Synergia tool;
· Creation of short messages in Russian language to speed up resolution time on the Speed Bridge Russia (short messages are sent now in Russian language to Russian Customs Office informing which type of activities are required to perform by them in order to restore the service);
· To ensure the resolution of incidents as quick and good as possible, ITSM2 Lot1 Service Desk endeavored  to get a direct contact with the customers within the whole organization, in any case needed. For instance:  ACT requests, providing of the credentials, informing about critical incidents - the last month showed that this <client first> initiative has received the best results and reviews; 
· Extensive proactive monitoring - ITSM Support usually recognizes problems before the customers/others do; such attitude enables the team to make the preliminary analysis and as a result of it the immediate actions can be started (communication/consultation with 2nd level teams;  investigation, resolution);
Worth to mention is that there was a planned ITSM Portal (2.0) release for the last weekend of May. Unfortunately, due to application performance issues, the release did not take place.
 ITSM Service Desk always strived to track the most important incidents to ensure that the customer/issuer is informed about the status of the incident, that the incident is resolved within the expected time frame, and that the end user is satisfied with the final resolution. 
Increasingly, the Service Desk team strives to increase its knowledge and the work effectiveness.
[bookmark: _Toc421720928]SD Metrics
In May the Service Desk team opened 3322 interactions. 

[bookmark: _Toc421721418]Table 6.1- Interactions opened vs closed per month – Y2Y

Supported Users 
During May 2015, the ITSM2 Service Desk supported 3105 active users. This volume shows again an increasing trend. Below attached charts present the details about newcomers who are joining the ITSM2 community. The main group of newcomers is coming from National Administrations.
	YEAR
	2014
	2015

	Month
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Jan
	Feb
	Mar
	Apr
	May

	Active
	2465
	2515
	2576
	2642
	2723
	2786
	2835
	2874
	2953
	3011
	3072
	3062
	3105

	Total registered
	3354
	3406
	3467
	3538
	3622
	3689
	3738
	3777
	3860
	3919
	3983
	3999
	4044


[bookmark: _Toc421721419]Table 6.2 - Supported Users and Handled Calls

[bookmark: _Toc421721496]Figure 6‑1 - Supported Users and Handled Calls

	
	Jan-14
	Feb-14
	Mar/14
	Apr-14
	May/14
	Jun-14
	Jul-14
	Aug-14
	Sep-14
	Oct-14
	Nov-14
	Dec-14
	Jan-15
	Feb-15
	Mar-15
	Apr-15
	May-15

	Supported users
	3117
	3158
	3216
	3290
	3354
	3406
	3467
	3538
	3622
	3689
	3738
	3777
	3860
	3919
	3983
	3999
	4044

	Active users
	2247
	2286
	2342
	2409
	2465
	2515
	2576
	2642
	2723
	2786
	2835
	2874
	2953
	3011
	3072
	3062
	3105

	Opened calls
	2830
	2646
	2329
	2175
	2324
	2688
	2543
	2494
	3322
	3695
	3276
	2872
	2937
	3301
	3272
	3436
	3322

	Closed calls
	2928
	2840
	2471
	2546
	2396
	2794
	2458
	2484
	2909
	3718
	3131
	2958
	2790
	3214
	3254
	3509
	3089


[bookmark: _Toc421721420]Table 6.3 - Supported Users and Handled Calls



Interactions split per status
[image: ]
[bookmark: _Toc421721421]Table 6.4 - General view on the interactions per month and status
Open calls
SQI21 in May: the SQI21 measures on a daily basis the quantity of interactions vs. the one for which the 30 minutes acknowledgement (ACK) was failed. In May 2015 there were 3322 interactions opened. The SQI 21 was applicable only for 3186 interactions as ITSM Service Desk cannot apply this to the interactions categorized as <the provision of information> (128 calls in total). 	

	Reference
	Grand Total
	Percentage

	All interactions
	3322
	100%

	Total with SLA target 
	3186
	95,91%

	No SLA applicable
	128
	4,09%


[bookmark: _Toc421721422]Table 6.5 - Total number of interaction split per SQI21 calculation
The table below does not include the interactions in the area <Provision of Information> for the category <Request for Information> (RfI) which has no acknowledgment (ACK) and no SLA.

	Reference
	Grand Total

	SLA NOK
	<Removed confidential data>

	SLA OK
	

	In total with SLA
	

	Percentage
	


[bookmark: _Toc421721423]Table 6.6 - SQI21 results for interactions excluding provision of information
* SQI21 NOK: number of Interactions for which the total elapsed time assigned to ITSM exceeded the SLA targets 
** SQI21 OK: number of Interactions for which the total elapsed time assigned to ITSM met the SLA targets  
[image: ]
[bookmark: _Toc421721497]Figure 6‑2 - All interactions opened, closed and breached on a daily basis

Interaction per priority
	May 2015

	SMT

	 
	Critical
	High
	Medium
	Low
	Grand Total

	In total
	34
	466
	1265
	1557
	3322

	All opened interactions 
	3322


[bookmark: _Toc421721424]Table 6.7 - Detailed results for all interactions


[bookmark: _Toc421721498]Figure 6‑3 - Interactions opened per month split by priority
Interactions per category 
	Month
	User Management
	Request for Information
	Request for Service
	Incidents
	Complaint
	Total

	
	
	
	
	
	
	

	May-14
	114
	391
	829
	988
	2
	2324

	Jun-14
	148
	385
	620
	1534
	0
	2687

	Jul-14
	165
	501
	602
	1274
	0
	2542

	Aug-14
	123
	512
	593
	1266
	0
	2494

	Sep-14
	149
	700
	773
	1698
	2
	3322

	Oct-14
	190
	771
	711
	2023
	0
	3695

	Nov-14
	139
	716
	669
	1621
	1
	3146

	Dec-14
	160
	465
	669
	1494
	0
	2788

	Jan-15
	223
	576
	672
	1465
	0
	2936

	Feb-15
	155
	534
	786
	1825
	1
	3301

	Mar-15
	191
	469
	669
	1941
	2
	3272

	Apr-15
	167
	724
	719
	1826
	0
	3436

	May-15
	129
	641
	568
	1984
	0
	3322


[bookmark: _Toc421721425]Table 6.8 - Opened interactions during the reported months by category


[bookmark: _Toc421721499]Figure 6‑4 - Opened calls by category during the reporting period



Opened interactions per Business Thread and per Category

	Category
	CCN
	Customs
	Excise
	ITSM
	Taxation
	Total

	User Management
	25
	33
	0
	71
	0
	129

	Request for Service
	47
	287
	85
	60
	89
	568

	Request for Information
	61
	283
	56
	82
	159
	641

	Incidents
	688
	440
	98
	204
	554
	1984

	Complaints
	0
	0
	0
	0
	0
	0

	Total
	821
	1043
	239
	417
	802
	3322


[bookmark: _Toc421721426]Table 6.9 - Opened calls per Business Thread



[bookmark: _Toc421721500]Figure 6‑5 - Opened Calls per Business Thread

Opened calls classified by issuing organisation
The table below shows the opened calls per issuer organisation. The table presented below was adapted to the current organisational structure of the ITSM and CCN community. There is a visible decrease of open interactions issued by ITSM2 Lot2, but in comparison to the previous month there are more calls opened by National Administrations which is caused also by the M1SS activities launched in May. There is an overall stable level of the calls  triggered by particular stakeholders.  
[image: ]
[bookmark: _Toc421721427]Table 6.10 - Opened calls split by issuer


[bookmark: _Toc421721501]Figure 6‑6 - Opened calls split by issuer



Interactions open by National Administrations

	National Administration
	Opened Calls

	NA/AT
	49

	NA/BE
	12

	NA/BG
	19

	NA/CH
	5

	NA/CY
	21

	NA/CZ
	24

	NA/DE
	91

	NA/DK
	49

	NA/EE
	20

	NA/ES
	13

	NA/FI
	34

	NA/FR
	29

	NA/GB/UK
	34

	NA/GR/EL
	13

	NA/HR
	43

	NA/HU
	10

	NA/IE
	26

	NA/IT
	26

	NA/LT
	22

	NA/LU
	92

	NA/LV
	27

	NA/MT
	24

	NA/NL
	40

	NA/NO
	4

	NA/PL
	31

	NA/PT
	27

	NA/RO
	12

	NA/RS
	10

	NA/SE
	42

	NA/SI
	14

	NA/SK
	6

	NA/TR
	1

	Total
	874


[bookmark: _Toc421721428]Table 6.11 - Opened calls by NAs

Interactions open per ITSM2

	ITSM2.LOT1
	#

	ITSM/APPLICATION MANAGEMENT
	39

	ITSM/CHANGE MANAGEMENT
	1

	ITSM/CONFIGURATION MANAGEMENT
	1

	ITSM/DEMAND MANAGEMENT
	10

	ITSM/INFRASTRUCTURE
	29

	ITSM/MONITORING
	1135

	ITSM/PROBLEM MANAGEMENT
	7

	ITSM/PROGRAMME MANAGEMENT
	34

	ITSM/SECURITY MANAGEMENT
	4

	ITSM/SERVICE DESK
	207

	ITSM/SLM
	8

	ITSM/TESTING
	12

	ITSM2 LOT1/SYMFONI
	2

	Total
	1489

	ITSM2.LOT2
	#

	ITSM/BUSINESS MONITORING
	661

	ITSM2.LOT3
	#

	ITSM2 LOT3
	5

	TOTAL
	2155


[bookmark: _Toc421721429]Table 6.12 - Opened calls by ITSM
Closed calls
Closed interactions
	Month
	User Management
	Request for Info
	Request for Service
	Incidents
	Complaints
	Total

	May-14
	128
	375
	818
	1075
	0
	2396

	Jun-14
	139
	417
	732
	1506
	0
	2794

	July-14
	153
	424
	608
	1271
	1
	2457

	Aug-14
	131
	518
	633
	1203
	0
	2485

	Sep-14
	137
	578
	624
	1569
	1
	2909

	Oct-14
	158
	862
	725
	1971
	2
	3718

	Nov-14
	149
	651
	705
	1623
	1
	3131

	Dec-14
	137
	524
	739
	1557
	0
	2957

	Jan-15
	198
	545
	714
	1332
	0
	2789

	Feb-15
	206
	569
	764
	1675
	0
	3214

	Mar-15
	195
	463
	641
	1955
	0
	3254

	Apr-15
	193
	737
	756
	1821
	2
	3509

	May'15
	142
	603
	518
	1825
	1
	3089


[bookmark: _Toc421721430]Table 6.13 - Closed calls per category during the reported months


[bookmark: _Toc421721502]Figure 6‑7 - Closed calls per category during the reported months

Closed interactions per Business Threads 

	Category
	CCN
	Customs
	Excise
	ITSM
	Taxation
	Total

	User Management
	24
	37
	0
	79
	2
	118

	Request for service
	61
	273
	52
	56
	76
	457

	Request for Information
	59
	281
	31
	85
	147
	544

	Incident
	658
	470
	68
	205
	424
	1167

	Complaint
	0
	0
	0
	1
	0
	0

	Total
	802
	1061
	151
	426
	649
	3089


[bookmark: _Toc421721431]Table 6.14 - Closed calls per Business Thread per month


[bookmark: _Toc421721503]Figure 6‑8 - Closed calls per Business Thread per month



Focus items statistics:

[bookmark: _Toc421721504]Figure 6‑9 - The pending issuer vs Work in progress calls per week

The number of incidents in following statuses: <work in progress> and <pending issuer> was closely monitored by the Service Desk team and the Incident Manager during reported period. In May the volume of the incidents for both statuses changed and finally achieved  a satisfactory lower level for the <work in progress calls>. It is worth to notice that since October’14 ITSM2 Service Desk noticed an increasing trend for open calls due to new upcoming services. Therefore, the numbers of incidents which are in progress status present an increasing stability at operational level.

[image: ]
[bookmark: _Toc421721505]Figure 6‑10 - Direct reassignment between ITSM2 Lot2 and Developers per month
	YEAR
	2014
	2015

	Month
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Jan
	Feb
	Mar
	Apr
	May

	Volume
	156
	129
	153
	92
	112
	128
	142
	76
	64
	88


[bookmark: _Toc421721432]Table 6.15 - Direct reassignment between ITSM2 Lot2 and Developers per month

Since March 1st 2015 Service Desk is responsible for maintaining distribution lists on the Microsoft Exchange Server. Most cases are directly solved by the Service Desk, but in some special issues the team needs support from LOT1 Infrastructure Team (need to use PowerShell's scripts). 
In May 2015 Service Desk resolved 170 calls, including 74 requests related to the distribution lists. 

[bookmark: _Toc421721506]Figure 6‑11 - Generic services per month
[bookmark: _Toc421720929] Incidents and Ticket Statistics
SQI 18 result for reported period
	1. 2373 finally closed calls
2. <Removed confidential data> calls breached
3. SQI-18 <Removed confidential data>%



[bookmark: _Toc421721507]Figure 6‑12 – ITSM2 LOT1 SQI18



	Month
	Finally closed
	Breached
	Achieved %

	May-14
	1461
	53
	

	Jun-14
	1950
	28
	

	Jul-14
	1706
	29
	

	Aug-14
	1783
	30
	

	Sep-14
	2262
	31
	

	Oct-14
	2825
	45
	

	Nov-14
	2246
	23
	

	Dec-14
	2111
	26
	

	Jan-15
	1890
	25
	

	Feb-15
	2271
	41
	

	Mar-15
	2475
	44
	

	Apr-15
	2555
	36
	

	May-15
	2373
	39
	


[bookmark: _Toc421721433]Table 6.16 - SQI018 achievement Y2Y
[bookmark: _Toc421720930]Applications with Most Incidents
The following chart indicates the volume of finally closed tickets per service/application.

[bookmark: _Toc421721508]Figure 6‑13 - Applications with most Incidents

The chart indicates the volume of finally closed tickets per service/application. CCN/CSI (AIX) service was the most impacted during the reported period. The same behavior was observed for the previous reported period however it is a decrease of 11, 53% comparing to last month.  


	Service
	Volume

	CCN/CSI (AIX)
	629

	ITSM Infrastructure Management
	213

	Mini1SS
	209

	NCTS (TES)
	86

	ECS (TES)
	78

	AEOI CONF
	74

	VIES (TES)
	63

	ICS (TES)
	59

	EMCS (TES)
	56

	VAT Refund (TES)
	48

	Generic Customs
	48

	CCN Management
	45

	Mini1SS CONF
	37

	Generic Taxation
	37

	EOS
	31


[bookmark: _Toc421721434] Table 6.17 - Finally closed tickets per service/ application – Top 15 services

	
	CCN/CSI (AIX)
	ITSM Infra Mgmt.
	VIES (TES)
	Mini1SS CONF
	NCTS (TES)
	ECS (TES)
	EMCS (TES)
	ICS (TES)
	Mini1SS
	CCN Management

	05-2014
	244
	38
	84
	85
	71
	65
	91
	50
	11
	49

	06-2014
	418
	52
	318
	89
	98
	109
	104
	60
	27
	51

	07-2014
	441
	76
	74
	92
	86
	74
	104
	52
	13
	56

	08-2014
	459
	60
	59
	119
	52
	70
	58
	46
	8
	83

	09-2014
	682
	89
	96
	83
	128
	115
	96
	87
	19
	62

	10-2014
	828
	138
	114
	131
	123
	106
	109
	85
	23
	54

	11-2014
	635
	106
	60
	104
	95
	92
	95
	85
	13
	44

	12-2014
	580
	134
	101
	132
	79
	80
	53
	67
	9
	23

	01-2015
	437
	87
	58
	136
	86
	64
	76
	60
	58
	36

	02-2015
	555
	178
	76
	71
	81
	76
	52
	69
	102
	40

	03-2015
	637
	151
	83
	74
	76
	51
	100
	40
	104
	93

	04-2015
	711
	160
	129
	76
	140
	119
	68
	118
	132
	63

	05-2015
	629
	213
	63
	37
	86
	78
	56
	59
	209
	45

	Total
	7256
	1482
	1315
	1229
	1201
	1099
	1062
	878
	728
	699


[bookmark: _Toc421721435]Table 6.18 - Applications with most incidents – Y2Y perspective – Top 15 services

[bookmark: _Toc421720931]Tickets per Priority

[bookmark: _Toc421721509]Figure 6‑14 - Finally Closed Tickets per Priority

The chart indicates the volume of finally closed tickets per priority. During the reported period there were 42 critical tickets finally closed (1, 77% of total amount, it is an increase of 100% comparing to previous reported period). For 1049 tickets, which represent approximately 44, 21% of total volume, priority Low has been assigned. It is a decrease of 19, 92% comparing to previous reported period.


	Priority
	Volume

	Low
	1049

	Medium
	859

	High
	423

	Critical
	42


[bookmark: _Toc421721436]Table 6.19  - Finally Closed Tickets per Priority

[bookmark: _Toc421721510]Figure 6‑15- Finally closed tickets per priority - Y2Y perspective


	
	Low
	Medium
	High
	Critical

	May-14
	752
	477
	222
	10

	Jun-14
	975
	718
	246
	11

	Jul-14
	756
	671
	257
	22

	Aug-14
	885
	663
	206
	29

	Sep-14
	1111
	799
	324
	28

	Oct-14
	1471
	983
	346
	25

	Nov-14
	1155
	774
	300
	17

	Dec-14
	1017
	738
	333
	23

	Jan-15
	883
	694
	294
	19

	Feb-15
	1087
	814
	344
	32

	Mar-15
	1066
	1001
	373
	35

	Apr-15
	1310
	830
	394
	21

	May-15
	1049
	859
	423
	42


[bookmark: _Toc421721437]Table 6.20 - Finally closed tickets per priority – Y2Y perspective


[bookmark: _Toc421720932]Volume of Breached Tickets per Service Window


[bookmark: _Toc421721511]Figure 6‑16 - Breached incidents per service window

The chart above indicates the volume of finally closed and breached tickets by service window. During the reported period there were <Removed confidential data> finally closed tickets for which SLA has not been achieved (<Removed confidential data> comparing to the previous reported period). For <Removed confidential data> of them, the service window was 5d13h (it is <Removed confidential data>comparing to the previous reported period), which represents <Removed confidential data>% of total amount. For <Removed confidential data> tickets (<Removed confidential data>% of total volume) the service window was 7d24h (it is <Removed confidential data>% comparing to previous reported period). There were <Removed confidential data> breached tickets for which the service window is 7d13h (<Removed confidential data>previous month).

	Service Window
	Volume

	ITSM2_LOT1 Sch5d13h
	<Removed confidential data>

	ITSM2_LOT1 Sch7d24h
	

	ITSM2_LOT1 Sch7d13h
	


[bookmark: _Toc421721438] Table 6.21 - Volume of finally closed tickets with breached SLA
[bookmark: _Toc421720933]Tickets per Category

[bookmark: _Toc421721512]Figure 6‑17 - Closed by month per category

A chart above indicates the volume of finally closed tickets per category. During the reported period there were 1676 finally closed incidents which represent 70, 63% of total finally closed tickets. It is an increase of 2, 89% comparing to previous reported period.

	IM category
	Volume

	incident
	1676

	request for information
	457

	CT incident
	151

	request for service
	89


[bookmark: _Toc421721439]Table 6.22 - Tickets per category


[bookmark: _Toc421721513]Figure 6‑18 - Closed incidents per category - Y2Y perspective

	
	Low
	Medium
	High
	Critical

	May-14
	752
	477
	222
	10

	Jun-14
	975
	718
	246
	11

	Jul-14
	756
	671
	257
	22

	Aug-14
	885
	663
	206
	29

	Sep-14
	1111
	799
	324
	28

	Oct-14
	1471
	983
	346
	25

	Nov-14
	1155
	774
	300
	17

	Dec-14
	1017
	738
	333
	23

	Jan-15
	883
	694
	294
	19

	Feb-15
	1087
	814
	344
	32

	Mar-15
	1066
	1001
	373
	35

	Apr-15
	1310
	830
	394
	21

	May-15
	1049
	859
	423
	42


[bookmark: _Toc421721440]Table 6.23 - Tickets per category – Y2Y perspective



[bookmark: _Toc421720934]Volume of Breached Tickets by Application

[bookmark: _Toc421721514]<Removed confidential data>
Figure 6‑19 - Volume of breached tickets by application – (more than 1 once per service in reported period)

Chart above indicates the volume of finally closed and breached (more than once) tickets per application/service. During the reported period there were <Removed confidential data> finally closed and breached tickets related to ITSM Infrastructure Management. 

	Service
	Window

	ITSM Infra Mgmt.
	<Removed confidential data>

	COPIS
	

	CCN/CSI (AIX)
	

	CCN Mgmt.
	

	TIVOLI phase III
	

	VIM CONF
	

	VIES (TES) CONF
	

	CRMS
	

	SMT
	

	EOS CONF
	


[bookmark: _Toc421721441] Table 6.24 - Volume of finally closed and breached tickets (more than 1 per service in reported period)


[bookmark: _Toc421720935]Critical Calls By Application


[bookmark: _Toc421721515]Figure 6‑20 - Closed critical incidents per service

The chart above indicates the volume of critical tickets per application/service which were finally closed in the reported period. 35, 71% of the total volume represents CCN/CSI (AIX). 


	Service
	Volume

	CCN/CSI (AIX)
	15

	VIES (Trans-European System)
	13

	VOW
	3

	SPEED Bridge
	2

	CRMS
	2

	TIVOLI phase III
	1

	ITSM Infrastructure Management
	1

	Generic Customs
	1

	COPIS
	1

	CS/RD
	1

	ARIS Modeler
	1

	DIGIT Infrastructure Management
	1


[bookmark: _Toc421721442] Table 6.25 - Volume of critical closed tickets per application

 
[bookmark: _Toc416786117][bookmark: _Toc421721516]Figure 6‑21 - Volume of critical closed tickets per service (top 15) – Y2Y perspective

	Service
	Volume

	CCN/CSI (AIX)
	77

	VIES (TES)
	69

	CRMS
	29

	SURV2
	23

	ITSM Infra Mgmt.
	11

	TIVOLI phase III
	9

	SPEED Bridge
	6

	CN
	6

	VOW
	6

	DDS2-EBTI
	6

	EOS
	5

	CSI Bridge
	5

	ARIS Modeler
	5

	COPIS
	4

	Generic Customs
	4

	DIGIT Infra Mgmt.
	4


[bookmark: _Toc421721443]Table 6.26 - Volume of critical closed tickets per service (top 15) – Y2Y perspective


[bookmark: _Toc421721517]Figure 6‑22 - Critical incidents resolver groups - Y2Y

	
	Solved by ITSM2 Lot1
	Solved by NA

	Nov-13
	22
	6

	Dec-13
	21
	3

	Jan-14
	18
	4

	Feb-14
	15
	2

	Mar-14
	15
	3

	Apr-14
	12
	4

	May-14
	7
	2

	Jun-14
	6
	9

	Jul-14
	11
	10

	Aug-14
	25
	3

	Sep-14
	15
	16

	Oct-14
	15
	9

	Nov-14
	7
	15

	Dec-14
	12
	11

	Jan-15
	10
	4

	Feb-15
	28
	9

	Mar-15
	19
	18

	Apr-15
	9
	13

	May-15
	20
	20


[bookmark: _Toc421721444]Table 6.27 - Critical incidents resolver groups - Y2Y

[bookmark: _Toc421720936]Breached Incidents by Priority
[bookmark: _Toc421721518]<Removed confidential data>
Figure 6‑23 - Breached Incidents per priority

The chart above indicates the volume of finally closed tickets for which SLA has not been achieved per service window and priority. During the reported period there <Removed confidential data> finally closed critical ticket for which SLA has not been achieved. 
For applications with service window 5d13h, the most frequently breached tickets were those with priority Low.


	 
	Critical
	High
	Medium
	Low

	ITSM2_LOT1 Sch5d13h
	<Removed confidential data>

	ITSM2_LOT1 Sch7d13h
	

	ITSM2_LOT1 Sch7d24h
	


[bookmark: _Toc421721445] Table 6.28 - Overview of Breached Incidents per priority
[bookmark: _Toc421720937]Reopened Calls
During the reported period there were 77 reopened tickets (for which SLA is counting). Reopen calls vs. finally closed – 3, 26%. It is an increase of 13, 24% comparing to previous month. 

[bookmark: _Toc421721519]Figure 6‑24- Reopened incidents – Y2Y perspective

	
	Total closed
	Reopened

	May-14
	1461
	86

	Jun-14
	1950
	80

	Jul-14
	1706
	80

	Aug-14
	1783
	72

	Sep-14
	2262
	87

	Oct-14
	2825
	76

	Nov-14
	2246
	101

	Dec-14
	2111
	56

	Jan-15
	1890
	87

	Feb-15
	2277
	65

	Mar-15
	2475
	80

	Apr-15
	2555
	68

	May-15
	2373
	77


[bookmark: _Toc421721446]Table 6.29 Reopened incidents – Y2Y perspective
[bookmark: _Toc421720938]Problems
For the current reporting period of May 2015 ITSM2 Lot1 took the following actions: 
- registered 33 problems (together with their related known errors), from which 20.73% have workarounds.
- closed 52 problems (together with their related known errors)
- decreased the backlog with 49 problems

From the total amount of 33 problems registered in ITSM SMT the split per SB is: 
a) 27.27% for SB7 (CCN Operations)
b) 36.36% for SB6 (Applications Management)
c) 27.27% for SB5 (IT Infrastructure Management) 
d) 9.09% for SB3 (Service Management Tooling)
From the total amount of 33 problems registered in ITSM SMT the split per status is:
- 60.61% problems still under investigation
- 6.06% deferred
- 3.03% pending user
- 21.21% pending vendor
- 9.09% closed


[bookmark: _Toc419207226][bookmark: _Toc421721520]Figure 6‑25 – Problems opened


[bookmark: _Toc419207227][bookmark: _Toc421721521]Figure 6‑26 – Problems closed

[bookmark: _Toc419207228][bookmark: _Toc421721522]Figure 6‑27 – Problems backlog

A complete List of Problems, registered by ITSM2 can be found in the Annex: ITS-1MPR-Annex 33- Problem Management Statistics 201505-EN
[bookmark: _Toc421720939]Changes
For the detailed list of Changes please refer into the Annex: ITS-1MPR-Annex 34- List of Changes 201505-EN. 
[bookmark: _Toc421720940]List of Changes without Emergency
The figure below represents a summary of the implemented Normal & Standard Changes, divided per change nature. Total number of Normal & Standard Changes implemented in the reported month is 146.


[bookmark: _Toc421721523]Figure 6‑28 - Non-Emergency Changes divided per Change Nature
The figure below represents a summary of the implemented Normal & Standard Changes, divided per service block.

[bookmark: _Toc421721524]Figure 6‑29 - Non-Emergency Changes divided per Service Block

The figure below represents the success rate on implemented Normal & Standard Changes.

[bookmark: _Toc421721525]Figure 6‑30 - Success rate of Non-Emergency Changes

The figure below represents a volumetric evolution of implemented Normal & Standard Changes.

[bookmark: _Toc421721526]Figure 6‑31 - Evolution of Non-Emergency Changes

[bookmark: _Toc421720941]List of Emergency Changes
The figure below represents a summary of the implemented Emergency Changes, divided per change nature. Total number of Emergency Changes implemented in the reported month is 8.

[bookmark: _Toc421721527]Figure 6‑32 - Emergency Changes divided per Change Nature

The figure below represents a summary of the implemented Emergency Changes, divided per service block.

[bookmark: _Toc421721528]Figure 6‑33 - Emergency Changes divided per Service Block

The figure below represents the success rate on implemented Emergency Changes.

[bookmark: _Toc421721529]Figure 6‑34 - Success rate of Emergency Changes

The figure below represents a volumetric evolution of implemented Emergency Changes.

[bookmark: _Toc421721530]Figure 6‑35 - Volumetric evolution of emergency changes 
(All service blocks and external)

In the current month, the main reason for implementing emergency changes represents the requests came from DG TAXUD (CI Owners). 75% of all implemented emergency changes were requested by CI Owners.
[bookmark: _Toc421720942]List Changes not implemented

[bookmark: _Toc416792643][bookmark: _Toc421721531]Figure 6‑36- List Changes not implemented

[bookmark: _Toc421720943]Application Management
An overview of the main activities performed by Application management team:
· After the smooth transition to production of ESDEN application in April, during May, the support provided by CCN AM was at a good level, without major issues.
· Successful upgrade to CCN 7.2.0 of DIGIT Backup GW. The AM teams performed the application shut-down, application start-up and sanity checks. 
· There were two incidents at DIGIT, impacting most of the applications, during which AM Level 2 acted promptly to restore the normal service, performing sanity checks on all the affected applications (IM116772 and IM114420).
· AM deployment specialist participated to the CCN2 deployment on PGS, at CCN2Dev site.
· A new release of CRMS was installed into production intended to address performance issues. Due to instability issues, it was rolled back, from CRMS 2.6.2 HF3 to CRMS 2.6.2 HF2. A new release is under development, but the delivery date is not yet decided.
One of the main activities performed by SB6 is the transition of the new releases of applications into production. Therefore, there is a management focus in understanding how these deployments are distributed throughout the whole month, the average durations for a QUAL cycle and a FULL cycle, and the main factors responsible for variations from month to month.
The distribution of deployments during the month:
[image: ]
[bookmark: _Toc403476397][bookmark: _Toc408929810][bookmark: _Toc421721532]Figure 7‑1 – Timeline for May 2015

The timeline shows that the deployments were distributed evenly throughout the month.
The following table shows the duration registered for different types of release transitions (qualifications or full psat-sat cycles) for the installation and testing activities:
[image: ]
[bookmark: _Toc421721447]Table 7.1: Released transition time analysis
Some conclusions for May:
· The average test duration expressed in days for a release with a QUAL cycle is 2.7 days. This average is in line with a typical qualification duration, between 2 and 3 days.
· The average transition duration for a qualified release from receiving the package to production is 6.8 business days.
· For a release with a QUAL cycle the test duration represents 18% from the overall duration and the installation duration 22%; the other tasks, up to 100% represent time dedicated to environmental preparations and checks, business user validations and dependencies with other releases. 
In May there was a single release with a full cycle testing that arrived into production environment.
For the major functional units, the status is the following:
Customer care and contact unit:
RfA099 was issued in December to provide an additional service to support the business users for a specific period of time and specific CIs. The outcome of this activity would be to validate if the additional service has added value for the business users. The concerned period was from January 2015 till April 2015 and ended at the end of April as planned.
The applications involved in this pilot were:
· ART2 (QTM 38)
· CN (QTM 43)
· DDS2-SEED (QTM 29)
· SURV CDC (QTM 11)
· SUSPENSIONS (QTM 42)
At the end the pilot, positive feedback was received from DG TAXUD, based on the input provided by the business users. In the following weeks an agreement will be settled and this service will be part of the continuous services provided by ITSM2 Lot1.

Service transition unit:
The deployment team met the demand of May successfully; the number of the deployments is almost constant compared to the last month. 

[image: ]
[bookmark: _Toc421721533]Figure 7‑2 - Deployments
Service operations unit:
The 2nd level support team is actively involved in providing the required expert user services.
After reviewing the behavior of the team during major crises, a new working procedure was developed to clarify:
· Communication during off business hours and decision points
· Performing sanity checks
· Communication procedures
The procedure was tested in real life situations, while restoring the services following the two incident that took place at DIGIT, IM116772 and IM114420.
[bookmark: _Toc421720944]Planning & ITOP
The operational planning was submitted on time and observations and feedback were included in the plan.

The changes in the ITOP issued on May 1st (actually on Apr 30th) (version 107) were:

	Business Threads
	Applications 
	Version
	New / Update

	CUSTOM
	CN 
	2.6.1.
	New

	
	ART2
	v1.8.0 HF2
	New

	
	DDS2 WL12 (COL,EBTI,ECICS,EOS,SURV,TRANSIT)
	 
	 

	
	DDS2-EOS 2.1.0 HF1
	2.1.0 HF1
	Update

	
	DDS2-TRANSIT 2.1.0 HF1
	2.1.0 HF1
	Update

	
	DDS2-SURV 2.1.0 HF1
	2.1.0 HF1
	Update

	EXCISE
	IE734 
	v2.12
	New

	 
	TIC VAT Rates 
	 v2.1.0 [Core v1.4.0]
	New

	TAXATION
	TSS-M1SS-AEOI-Audit-Downloader
	v1.0.0
	Update

	 
	TIC VAT Rates Dp6
	TIC VAT Rates Dp6
	Update

	 
	TEDB
	v2.6.0
	Update

	CCN Business Thread
	MOSS/VOES/AEOI CCN Patches
	 
	Update


[bookmark: _Toc421721448]Table 7.2 - The changes in the ITOP

The changes in the ITOP issued on May 8th (version 108) were:
	Business Threads
	Applications 
	Version
	New / Update

	CUSTOM
	PICS
	2.0.5.HF1
	New

	
	PICS 
	2.0.4 HF5
	Update

	
	ART2
	v1.8.0 HF2
	Update

	
	DDS2 WL12 (COL,EBTI,ECICS,EOS,SURV,TRANSIT)
	2.1.0+2.1.0 HF1
	Update

	
	DDS2 WL12 (COL,EBTI,ECICS,EOS,SURV,TRANSIT)
	2.1.0 
	Update

	
	DDS2 WL12 (COL,EBTI,ECICS,EOS,SURV,TRANSIT)
	2.1.0 
	Update

	
	DDS2-COL 2.1.0 HF1
	2.1.0 HF1
	New

	
	DDS2-EOS 2.1.0 HF1
	2.1.0 HF1
	Update

	
	DDS2-TRANSIT 2.1.0 HF1
	2.1.0 HF1
	Update

	
	DDS2-SURV 2.1.0 HF1
	2.1.0 HF1
	Update

	
	FAT EOS MRA Integration Tests
	 
	New

	
	EU-SW-CVED 1.1.4
	EU-SW-CVED 1.1.4
	Update

	
	DDS2-TARIC 2.2.0 
	DDS2-TARIC 2.2.0 
	Update

	EXCISE
	SEED v1.9.2
	SEED v1.9.2
	Update

	TAXATION
	GTT M1SS Plugin v 1.7.0
	GTT M1SS Plugin v 1.7.0
	Update

	 
	TIC VAT Rates v2.1.0 [Core v1.4.0 + All modules]
	TIC VAT Rates v2.1.0 [Core v1.4.0 + All modules]
	Update

	ITSM Business Thread
	SMT Q2 release
	 Q2 release
	New

	CCN Business Thread
	MOSS/VOES/AEOI CCN Patches
	 
	Update


[bookmark: _Toc421721449] Table 7.3 - The changes in the ITOP

The changes in the ITOP issued on May 15th (version 109) were:
	Business Threads
	Applications 
	Version
	New / Update

	CUSTOM
	Surveillance2
	QTM 40
	Update

	
	COPIS
	2.0.0 QTM45
	Update

	
	COPIS 
	2.0.1
	New

	
	FATCA Pilot
	1.0.0
	Update

	
	DDS2-TARIC
	 2.2.0 
	Update

	EXCISE
	SEED v1.9.2
	SEED v1.9.2
	Update

	 
	VoW 
	4.6.0
	New

	 
	TIC VAT Rates v2.1.0 [Core v1.4.0 + All modules]
	TIC VAT Rates v2.1.0 [Core v1.4.0 + All modules]
	Update

	CCN Business Thread
	MOSS/VOES/AEOI CCN Patches
	 
	Update


[bookmark: _Toc421721450] Table 7.4 - The changes in the ITOP

The changes in the ITOP issued on May 22nd (version 110) were:
	Business Threads
	Applications 
	Version
	New / Update

	CUSTOM
	Surveillance2
	QTM 40
	Update

	
	FATCA Pilot
	1.0.0
	Update

	
	SPEED2 - (OEG and STS new policies for MQ)
	 
	Update

	
	Vivansa regression tests (EU-SW-CVED)
	 
	Update

	
	Vivansa regression tests (NCTS-TIR)
	 
	Update

	
	DDS2-EBTI
	2.1.0 HF1
	New

	
	EOS
	3.6.2 HF1
	New

	 
	VoW 
	4.6.0
	Update

	 
	VoW 
	4.6.0 HF1
	New

	TAXATION
	GTT M1SS Plugin
	v1.7.0
	Update

	 
	TIC VAT Rates v2.1.0 [Core v1.4.0 + All modules]
	TIC VAT Rates v2.1.0 [Core v1.4.0 + All modules]
	Update

	CCN Business Thread
	MOSS/VOES/AEOI CCN Patches
	 
	Update

	
	 Qualification Smoke test Bundle TS040
	 
	New


[bookmark: _Toc421721451]Table 7.5 - The changes in the ITOP

The changes in the ITOP issued on May 29th (version 111) were:
	Business Threads
	Applications 
	Version
	New / Update

	CUSTOM
	ECICS2
	 4.1.0+ 4.1.0 HF1
	Update

	
	CS/MIS 
	12.2.0  QTM32
	Update

	
	CS/MIS 
	12.3.0  QTM32
	New

	
	CS/RD 
	9.7.1  QTM33
	Update

	
	CS/RD 
	9.8.0  QTM33
	New

	
	SURV-CDC 
	 1.1.0 HF1
	New

	
	EOS-MRA Integration
	 
	Update

	
	EU-SW-CVED 1.1.4
	 1.1.4
	Update

	
	DDS2-TARIC 
	 2.2.0 
	Update

	
	DDS2-EBTI
	2.2.0 HF1
	Update

	EXCISE
	IE734
	v2.20
	New

	
	EMCS Converter 
	 P3.1-P3.2
	New

	
	TA 
	 v2.8.0
	New

	
	TA 
	 v2.9.0
	New

	
	CS/MISE
	 v3.4.0
	New

	
	CS/MISE - Linux RAC
	v3.3.0
	Update

	
	SEED v1.10.0
	 v1.10.0
	Update

	 
	 M1SS Fallback Solution 
	 v1.2.x
	Update

	TAXATION
	GTT M1SS Plugin
	v1.7.1
	New

	 
	TIC VAT Rates
	 v2.2.1 [Core v1.5.1 + All modules] 
	Update

	CCN Business Thread
	 Qualification Smoke test Bundle TS040
	 
	Update


[bookmark: _Toc421721452] Table 7.6 - The changes in the ITOP

[bookmark: _Toc421720945]Major operational events 
The number of P1 incidents stayed relatively constant compared with March:
· An average of 30 P1 incidents in 2013;
· An average of 20 P1 incidents in 2014;
· 37 in March 2015;
· 21 in April 2015;
· 40 in May 2015.

The breakdown on business services for all P1 incidents is:
[image: ]
[bookmark: _Toc421721453]Table 7.7 - List with major operational events
Except the incident on TIVOLI phase III, all the incidents were solved in SLA. 
[image: ]
[bookmark: _Toc421721534]Figure 7‑3 Critical Incidents

[bookmark: _Toc421720946]Knowledge Management
Once a month the ITSM Knowledge Manager consolidates the list of all newly created knowledge. The list is submitted once a month to Reporting team.
Knowledge generated includes creation (and obtainment by KM) of: 
· Shadowing feedbacks (received in May): 0;
· Training Feedbacks (received in May): 0;
· Communication Activities (newsletters, policies, announcements) sent in May: 8.

[bookmark: _Toc421721535]Figure 7‑4 - Knowledge generation by type
Once a month, the Knowledge Manager checks the feedback received on Knowledge documents and provides statistics on the number of negative and positive feedbacks. 
The Knowledge Manager verifies that there is a positive evolution, i.e. the proportion of positive feedback is superior to the number of negative feedback.
	feedback 
	NEGATIVE
	POSITIVE

	RAM
	0
	0
	n/a phase of uploading assets into RAM


Knowledge Management continues with uploading assets into RAM.
KM KPI 1=>Knowledge publishing
Knowledge publishing measures the new publications in the following ITSM2 tools/repositories:
CIRCABC => 164 
RAM => 150

[bookmark: _Toc421721536]Figure 7‑5 - Sum of knowledge published in selected repositories/tools

[bookmark: _Toc421721537]Figure 7‑6 - CIRCABC activities per Interest Group
	KNOWLEDGE PUBLISHED
	04-2015
	03-2015
	02-2015
	01-2015
	12-2014
	11-2014
	10-2014
	09-2014
	08-2014
	07-2014
	06-2014
	05-2014

	RAM
	159
	352
	170
	171
	129
	194
	182
	129
	474
	596
	93
	0

	CIRCABC
	172
	207
	209
	152
	160
	170
	175
	193
	194
	207
	219
	214


[bookmark: _Toc421721454]Table 7.8 - KM-KP1 summary
	KNOWLEDGE ACTIVITIES - CIRCABC
	04-2015
	03-2015
	02-2015
	01-2015
	12-2014
	11-2014
	10-2014
	09-2014
	08-2014
	07-2014
	06-2014
	05-2014

	upload document
	172
	207
	209
	152
	160
	170
	175
	193
	194
	207
	219
	214

	delete document
	3
	3
	4
	1
	6
	0
	2
	4
	6
	7
	7
	1

	edit document
	334
	430
	296
	269
	238
	280
	335
	352
	269
	278
	325
	353

	update document
	53
	64
	41
	56
	55
	61
	66
	55
	15
	12
	13
	6

	download content
	373
	668
	361
	401
	451
	422
	611
	680
	363
	805
	649
	628


[bookmark: _Toc421721455]Table 7.9 - KM-KP1 summary
KM KPI 2=>Knowledge Generation
Once a month the ITSM Knowledge Manager consolidates the list of all newly created knowledge. The list is submitted once a month to Reporting team.
Knowledge generated includes creation (and obtainment by KM) of: 
•	Shadowing feedbacks (received in May): 0
•	Training Feedbacks (received in May): 0
•	Communication Activities (newsletters, policies, announcements) sent in May: 8


[bookmark: _Toc421721538]Figure 7‑7 - Knowledge generation by type

	KNOWLEDGE CREATED
	04-2015
	03-2015
	02-2015
	01-2015
	12-2014
	11-2014
	10-2014
	09-2014
	08-2014
	07-2014
	06-2014
	05-2014

	COMMUNICATION ACTIVITIES (newsletters, policies, announcements)
	23
	7
	5
	1
	6
	2
	4
	4
	2
	2
	4
	0


[bookmark: _Toc421721456] Table 7.10 - KM-KP2 summary

KM KPI 3=> Measurement of feedbacks 

Once a month, the Knowledge Manager checks the feedback received on Knowledge documents and provides statistics on the number of negative and positive feedbacks. 
The Knowledge Manager verifies that there is a positive evolution, i.e. the proportion of positive feedback is superior to the number of negative feedback.
	feedback 
	NEGATIVE
	POSITIVE

	RAM
	0
	0
	n/a phase of uploading assets into RAM


[bookmark: _Toc411350712][bookmark: _Toc410642094][bookmark: _Toc421721457]Table 7.11- Sum of knowledge published in selected repositories/tools

Knowledge Management continues with uploading assets into RAM.
KM KPI 4=> Document analysis 
Analysis of assets which were submitted into the RAM in May.
Knowledge Management continues with first phase of uploading assets into RAM. Once a month, the Knowledge Manager checks the documents, which were submitted into the RAM.  This trend is reported on a monthly basis.
150 assets were submitted into the RAM in May:
· 0 assets in “draft” stage;
· 126 assets approved;
· 0 assets in “qualification” stage;
· 4 assets obsoleted;
· 1 rejected
· 0 intake done;
· 12 deployed; 
· 6 deployable.
· 1 assessed
Additionally 255 assets were modified in RAM during month of May 2015.


[bookmark: _Toc421721539]Figure 7‑8 - RAM assets per stage

	Documents Analysis - RAM
	SUBMITTED
	DRAFT
	QUALIFICATION
	APPROVED
	REJECTED
	OBSOLETE
	DEPLOYED
	DEPLOYABLE
	INTAKE
	MODIFIED

	04-2015
	159
	2
	0
	139
	0
	5
	12
	1
	0
	213

	03-2015
	352
	40
	0
	281
	0
	13
	10
	7
	1
	564

	02-2015
	170
	11
	3
	139
	0
	27
	7
	3
	4
	284

	01-2015
	171
	11
	4
	143
	0
	13
	16
	2
	2
	217

	12-2014
	129
	12
	6
	100
	0
	11
	13
	3
	1
	139

	11-2014
	194
	5
	4
	177
	0
	8
	8
	4
	0
	212

	10-2014
	182
	2
	7
	154
	0
	19
	20
	1
	0
	277

	09-2014
	129
	11
	1
	115
	0
	2
	12
	2
	0
	365

	08-2014
	474
	271
	0
	203
	0
	0
	18
	2
	0
	126

	07-2014
	596
	5
	1
	588
	1
	1
	14
	2
	4
	683

	06-2014
	93
	0
	4
	87
	1
	1
	18
	0
	3
	68

	05-2014
	0
	0
	0
	0
	0
	0
	35
	0
	1
	136


[bookmark: _Toc421721458]Table 7.12 - KM-KP4 summary
[bookmark: _Toc421720947]Service Testing Statistics
During May 2015 21 test campaigns were executed (were started in May 2015, either were ongoing at the end of May 2015 (further details can be found in ITS-1MPR-SC07-2015-05-annex 10 - Testing Activities):
	Business Thread
	Application
	Testing cycle
	Planned start date
	Planned end date

	CUSTOMS
	DDS-COL 2.1.0
	SAT
	24/03/2015
	24/04/2015

	CUSTOMS
	DDS-ECICS 2.2.0
	SAT
	24/03/2015
	24/04/2015

	CUSTOMS
	DDS-TRANSIT 2.1.0
	SAT
	24/03/2015
	24/04/2015

	CUSTOMS
	DDS-TRANSIT 2.1.0_HF1
	QUALIFICATION
	21/04/2015
	05-11-2014

	CUSTOMS
	DDS2-COL 2.1.0_HF1
	QUALIFICATION
	05-06-2015
	05-07-2015

	CUSTOMS
	DDS2-TARIC 2.0.1_HF5
	QUALIFICATION
	05-05-2015
	05-06-2015

	CUSTOMS
	DDS2-TARIC 2.2.0
	PSAT
	28/05/2015
	29/05/2015

	CUSTOMS
	PICS 2.0.4_HF5
	QUALIFICATION(Performance testing)
	27/04/2015
	30/04/2015

	CUSTOMS
	COPIS 1.3.5 WL12
	SAT
	16/04/2015
	05-06-2015

	CUSTOMS
	COPIS 2.0.0 + 2.0.1
	PSAT
	05-07-2015
	13/05/2015

	CUSTOMS
	COPIS 2.0.0 + 2.0.1
	SAT
	15/05/2015
	28/05/2015

	CUSTOMS
	EOS 3.6.2_HF1
	QUALIFICATION
	20/05/2015
	22/05/2015

	CUSTOMS
	CRMS 2.6.2_HF3
	QUALIFICATION
	29/04/2015
	05-06-2015

	CUSTOMS
	CN 2.6.0_HF1
	QUALIFICATION
	05-04-2015
	05-05-2015

	CUSTOMS
	EU-SW-CVED 1.1.4
	QUALIFICATION(SAT) -WL Patch
	20/05/2015
	22/05/2015

	CUSTOMS
	EU-SW-CVED 1.1.4
	QUALIFICATION(CONF) -WL Patch
	27/05/2015
	28/05/2015

	CUSTOMS
	AEO-MRA - EOS -
	QUALIFICATION
	05-07-2015
	05-07-2015

	ITSM
	ITSM Portal 2.0.0.0.0
	SAT
	05-11-2015
	22/05/2015

	CUSTOMS
	ECICS  4.1.0 WL12
	SAT
	13/05/2015
	26/05/2015

	CUSTOMS
	ECICS  4.1.0_HF1
	QUALIFICATION
	13/05/2015
	18/05/2015

	ITSM
	CCN 7.2.0
	Conformance Testing Phase1
	29/04/2015
	05-12-2015


[bookmark: _Toc421721459] Table 7.13 - The test activities
The identified defects resulting from the testing cycle are:
	BUSINESS THREAD
	APPLICATION
	TESTING CYCLE
	DELAYS

	CUSTOMS
	DDS-COL 2.1.0
	SAT
	Delayed waiting for a hot-fix

	CUSTOMS
	DDS-ECICS 2.2.0
	SAT
	Delayed due to performance issues

	CUSTOMS
	DDS-TRANSIT 2.1.0
	SAT
	Delayed due to performance issues

	CUSTOMS
	PICS 2.0.4_HF5
	QUALIFICATION (Performance testing)
	Delayed due to performance data report presentation that was not delivered by DIGIT

	CUSTOMS
	ECICS  4.1.0 WL12
	SAT
	Delayed due to performance issues


[bookmark: _Toc421721460] Table 7.14 - The identified defects
The reasons for the registered delays are the following:
	Business Thread
	Application
	Testing cycle
	Delays

	CUSTOMS
	DDS-COL 2.1.0
	SAT
	Delayed waiting for a hot-fix

	CUSTOMS
	DDS-ECICS 2.2.0
	SAT
	Delayed due to performance issues

	CUSTOMS
	DDS-TRANSIT 2.1.0
	SAT
	Delayed due to performance issues

	CUSTOMS
	PICS 2.0.4_HF5
	QUALIFICATION (Performance testing)
	Delayed due to performance data report presentation that was not delivered by DIGIT

	CUSTOMS
	ECICS  4.1.0 WL12
	SAT
	Delayed due to performance issues


[bookmark: _Toc421721461] Table 7.15 - The reasons for registered delays
[bookmark: _Toc421720948]Deployment of Applications
The deployment of applications did not encounter any major issue in May 2015. 
Statistically, the deployment statistics is:

	
	PSAT
	SAT
	CONF
	PROD

	May 2015 deployments
	5
	17
	16
	18


[bookmark: _Toc421721462] Table 7.16 - The deployment statistics

Graphically the above situation can be showed as:

[bookmark: _Toc421721540]Figure 7‑9 - Deployment statistics in graph

The full list of deployments can be found in ITS-1MPR-Annex 09-List of installations_201505-EN.
[bookmark: _Toc421720949]Optimisation of Application
No optimisation initiatives were remarked from the application management perspective during the month of May, 2015. 
[bookmark: _Toc421720950]Coordination between Development and Service Management
There were no late deliveries from the development contractor registered in the current month.
[bookmark: _Toc421720951]Deployment & Release Management
[bookmark: _Toc323809477][bookmark: _Toc319065219][bookmark: _Toc287363908][bookmark: _Toc245804871][bookmark: _Toc240275642][bookmark: _Toc232397905][bookmark: _Toc229826498][bookmark: _Toc227120860]As the deployment of the applications was covered in section 8.5, this section will cover only release management.
From this perspectives all deliveries where checked for completeness and consistency.
The release packages were uploaded on the DSL and the in the new knowledge management tool proposed by IBM – Rational Asset Manager.
[bookmark: _Toc421720952]Technical Documents, Specifications and Requirements
	DLV ID
	DELIVERABLE REFERENCE
	SFA
	VERSION

	D.34
	ITS-1RPT-SDR-Daily Report20150501EN
	ITS-1RPT-SDR-Daily Report20150501EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150502EN
	ITS-1RPT-SDR-Daily Report20150502EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150503EN
	ITS-1RPT-SDR-Daily Report20150503EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150504EN
	ITS-1RPT-SDR-Daily Report20150504EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150505EN
	ITS-1RPT-SDR-Daily Report20150505EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150506EN
	ITS-1RPT-SDR-Daily Report20150506EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150507EN
	ITS-1RPT-SDR-Daily Report20150507EN
	1

	D.68
	ITS-1XOP-EOS20150501-EN
	EOS Operational statistics 20150501
	1

	D.68
	ITS-1XOP-EOS20150502-EN
	EOS Operational statistics 20150502
	1

	D.68
	ITS-1XOP-EOS20150503-EN
	EOS Operational statistics 20150503
	1

	D.68
	ITS-1XOP-EOS20150504-EN
	EOS Operational statistics 20150504
	1

	D.68
	ITS-1XOP-EOS20150505-EN
	EOS Operational statistics 20150505
	1

	D.68
	ITS-1XOP-EOS20150506-EN
	EOS Operational statistics 20150506
	1

	D.68
	ITS-1XOP-EOS20150507-EN
	EOS Operational statistics 20150507
	1

	N/A
	ITS-1TEV-D.RfA095-Intermediate test report for Baseline Architecture Implementation EN
	Intermediate test report for Baseline Architecture Implementation
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150508EN
	ITS-1RPT-SDR-Daily Report20150508EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150509EN
	ITS-1RPT-SDR-Daily Report20150509EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150510EN
	ITS-1RPT-SDR-Daily Report20150510EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150511EN
	ITS-1RPT-SDR-Daily Report20150511EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150512EN
	ITS-1RPT-SDR-Daily Report20150512EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150513EN
	ITS-1RPT-SDR-Daily Report20150513EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150514EN
	ITS-1RPT-SDR-Daily Report20150514EN
	1

	D.68
	ITS-1XOP-EOS20150508-EN
	EOS Operational statistics 20150508
	1

	D.68
	ITS-1XOP-EOS20150509-EN
	EOS Operational statistics 20150509
	1

	D.68
	ITS-1XOP-EOS20150510-EN
	EOS Operational statistics 20150510
	1

	D.68
	ITS-1XOP-EOS20150511-EN
	EOS Operational statistics 20150511
	1

	D.68
	ITS-1XOP-EOS20150512-EN
	EOS Operational statistics 20150512
	1

	D.68
	ITS-1XOP-EOS20150513-EN
	EOS Operational statistics 20150513
	1

	D.68
	ITS-1XOP-EOS20150514-EN
	EOS Operational statistics 20150514
	1

	D.14
	ITS-1OPR-023-Problem Management v2.01 EN
	ITS-1OPR-023-Problem Management
	1

	D.14
	ITS-1OPR-027-Defect registration at xDEV side v2.02 EN
	ITS-1OPR-027-Defect registration at xDEV side
	1

	D.14
	ITS-1OPR-042-Operational Planning v1.02 EN
	ITS-1OPR-042-Operational Planning
	1

	D.14
	ITS-1OPR-076 Manual Monitoring -Timestamp verification for the NCTS, ECS, ICS, SPEED and EMCS log files v1.01 EN
	ITS-1OPR-076 Manual Monitoring -Timestamp verification for the NCTS, ECS, ICS, SPEED and EMCS log files
	1

	D.14
	ITS-1OPR-175-CCN-Statistics_incidents v1.01 EN
	ITS-1OPR-175-CCN-Statistics_incidents
	1

	D.14
	ITS-1OPR-183 - Installation Report v1.01 EN
	ITS-1OPR-183 - Installation Report
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150515EN
	ITS-1RPT-SDR-Daily Report20150515EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150516EN
	ITS-1RPT-SDR-Daily Report20150516EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150517EN
	ITS-1RPT-SDR-Daily Report20150517EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150518EN
	ITS-1RPT-SDR-Daily Report20150518EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150519EN
	ITS-1RPT-SDR-Daily Report20150519EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150520EN
	ITS-1RPT-SDR-Daily Report20150520EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150521EN
	ITS-1RPT-SDR-Daily Report20150521EN
	1

	D.68
	ITS-1XOP-EOS20150515-EN
	EOS Operational statistics 20150515
	1

	D.68
	ITS-1XOP-EOS20150516-EN
	EOS Operational statistics 20150516
	1

	D.68
	ITS-1XOP-EOS20150517-EN
	EOS Operational statistics 20150517
	1

	D.68
	ITS-1XOP-EOS20150518-EN
	EOS Operational statistics 20150518
	1

	D.68
	ITS-1XOP-EOS20150519-EN
	EOS Operational statistics 20150519
	1

	D.68
	ITS-1XOP-EOS20150520-EN
	EOS Operational statistics 20150520
	1

	D.68
	ITS-1XOP-EOS20150521-EN
	EOS Operational statistics 20150521
	1

	D.44
	EOS-1ATP-EOS v3.6.2.1 Acceptance Test Plan EN
	EOS-1ATP-EOS v3.6.2.1 Acceptance Test Plan EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150522EN
	ITS-1RPT-SDR-Daily Report20150522EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150523EN
	ITS-1RPT-SDR-Daily Report20150523EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150524EN
	ITS-1RPT-SDR-Daily Report20150524EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150525EN
	ITS-1RPT-SDR-Daily Report20150525EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150526EN
	ITS-1RPT-SDR-Daily Report20150526EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150527EN
	ITS-1RPT-SDR-Daily Report20150527EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150528EN
	ITS-1RPT-SDR-Daily Report20150528EN
	1

	D.68
	ITS-1XOP-EOS20150522-EN
	EOS Operational statistics 20150522
	1

	D.68
	ITS-1XOP-EOS20150523-EN
	EOS Operational statistics 20150523
	1

	D.68
	ITS-1XOP-EOS20150524-EN
	EOS Operational statistics 20150524
	1

	D.68
	ITS-1XOP-EOS20150525-EN
	EOS Operational statistics 20150525
	1

	D.68
	ITS-1XOP-EOS20150526-EN
	EOS Operational statistics 20150526
	1

	D.68
	ITS-1XOP-EOS20150527-EN
	EOS Operational statistics 20150527
	1

	D.68
	ITS-1XOP-EOS20150528-EN
	EOS Operational statistics 20150528
	1

	N/A
	ITS-1IMP-B2T Group 0 Migration procedures EN
	ITS-1IMP-B2T Group 0 Migration procedures EN
	1

	D.65
	ITS-1DLV-SLM KPI Framework EN
	ITS-1DLV-SLM KPI Framework EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150529EN
	ITS-1RPT-SDR-Daily Report20150529EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150530EN
	ITS-1RPT-SDR-Daily Report20150530EN
	1

	D.34
	ITS-1RPT-SDR-Daily Report20150531EN
	ITS-1RPT-SDR-Daily Report20150531EN
	1

	D.68
	ITS-1XOP-EOS20150529-EN
	EOS Operational statistics 20150529
	1

	D.68
	ITS-1XOP-EOS20150530-EN
	EOS Operational statistics 20150530
	1

	D.68
	ITS-1XOP-EOS20150531-EN
	EOS Operational statistics 20150531
	1


[bookmark: _Toc421721463]Table 7.17 - Technical Documents, Specifications and Requirements (May 2015)
List of other parties documents deliverables reviews are included in the Annex: ITS-1MPR-Annex 35- Technical Review Tasks 201505-EN
[bookmark: _Toc421720953]Service Delivery & Infrastructure Statistics
During May, Service Block 5 and Service Block 7 continued operations in the following areas:
Daily operations:
· Daily operations on all levels of support
· Daily maintenance of the systems
· Housekeeping
· Backup and recovery
Team continuously increases level of awareness of environment that result in stable level of critical incidents managed by the team, despite increased total amount of incidents.
Team over April participated in many external and internal infrastructure projects. The main activities related to the external projects were running around Data Centre consolidation projects such as Baseline Architecture or Bubble to Target. Also there were many activities related to the CCN Program. The main activities were focused on CCN2, GM/PM or Data protection. 
On top of regular activities and requested projects both service blocks (SB5 & SB7) were running several internal projects focused on improvement of environments and its safety. Projects were split into four categories and were running under them.
· Identity & Access Management:
· PIM;
· User Revalidation;
· Server Management:
· Patching Policy;
· Windows 2k3 migration;
· Password expiration
· Security & Networking:
· System hardening;
· Critical network components;
· Antivirus/Antimalware;
· SSL3 vulnerability;
· Backup & Data Protection:
· Backup & Recovery.
The internal projects are set over few months and aim to improve different aspects of infrastructure. They focus on four main aspects (Review current state, Analyze results, Apply gap closure, Document and improve operations). The next graph shows % of completion of chosen internal projects and will be reported monthly until its closure. 

[bookmark: _Toc421721541]Figure 8‑1 - % of completion of chosen major internal projects
[bookmark: _Toc421720954]Hardware / Software Maintenance, Licenses Contract Status
Note: For details please refer to ITS-1MPR-Annex 29-HW SW Maintenance & License Contract status 201505-EN.
[bookmark: _Toc421720955]Operational Activities
Observation made over last 12 months shows that there is a stable amount of problems opened both for SB5 and SB7. The SB5 has stabilized amount of newly opened problems and environment is more predictable. In the SB7 environment there is a visible increasing trend of newly opened problems which is also related to increased amounts of opened critical incidents. In May for a first time since a year, there is significant increase of opened problems for SB7. The problem analysis is closely tracked by problem management process. 

[bookmark: _Toc416792649][bookmark: _Toc421721542]Figure 8‑2 - Opened problems over 12 months [SB5 & SB7]
There is an interesting observation made on amounts of problems vs applied workaround. Looking at the two graphs below it is obvious that amount of opened problems vs applied workaround or known error is relatively small. It gives a good view on existing knowledge. That also means that teams are able to solve critical incidents faster as the know-how gives them confidence of what should be applied to solve incident.

[bookmark: _Toc416792650][bookmark: _Toc421721543]Figure 8‑3 - SB5 - Critical incidents vs Opened problems vs Workaround

[bookmark: _Toc421721544]Figure 8‑4 - SB7 - Critical incidents vs Opened problems vs Workaround
In May, the Service Block 5 didn`t open any problem. That means that out of eight open critical incidents, there was no incident that couldn`t be solved by known error or workaround. Also there was no group of incidents that could be the base for further investigation taken within problem management.
For the Service Block 7, there nine problem records opened out of twenty seven opened critical incidents. For these nine there the team was not able to apply known error or workaround.  In May the Service Block 7 was also able to close three problems.
	 
	Open [SB5]
	Closed [SB5]

	May-14
	1
	0

	Jun-14
	0
	1

	Jul-14
	0
	0

	Aug-14
	0
	0

	Sep-14
	0
	0

	Oct-14
	0
	12

	Nov-14
	0
	0

	Dec-14
	1
	1

	Jan-15
	0
	0

	Feb-15
	0
	0

	Mar-15
	0
	0

	Apr-15
	0
	0

	May-15
	0
	0


[bookmark: _Toc421721464]Table 8.1 - Problems related to SB5


	 
	Open [SB7]
	Closed [SB7]

	May-14
	1
	3

	Jun-14
	0
	1

	Jul-14
	4
	1

	Aug-14
	2
	1

	Sep-14
	3
	3

	Oct-14
	4
	5

	Nov-14
	1
	0

	Dec-14
	1
	0

	Jan-15
	3
	5

	Feb-15
	4
	1

	Mar-15
	0
	2

	Apr-15
	1
	1

	May-15
	9
	3


[bookmark: _Toc421721465] Table 8.2 - Problems related to SB7
One of the important observations of the incidents assigned to the Service Block 5 and Service Block 7 is overview of increase/decrease trend. Looking at the figures of last thirteen months shows that in general there is an increased amount of incidents on both service blocks. The trend line for SB7 is much higher than in case of SB5. This is the important message to track closer the workload and focus on the automation and proper assignment of tickets. This is also in line with increased trend of opened incidents visible at the level of a Service Desk. 

[bookmark: _Toc416792651][bookmark: _Toc421721545]Figure 8‑5 - Overview of total number of incidents over 12 months

In May, the total amount of incidents opened for the SB5 is slightly higher than in April. The same trend is kept also at the level of critical incidents. The total amount of critical incidents is at level of 2% of total amount of incidents. The other quantities of the incidents remains on the stable level.

	 
	Incident (total)
	Incident (Low)
	Incident (Medium)
	Incident (High)
	Incident (Critical)

	May-14
	303
	82
	170
	45
	6

	Jun-14
	228
	68
	103
	52
	5

	Jul-14
	333
	115
	148
	61
	9

	Aug-14
	303
	68
	169
	40
	26

	Sep-14
	287
	89
	106
	80
	12

	Oct-14
	401
	106
	204
	80
	11

	Nov-14
	320
	106
	146
	62
	6

	Dec-14
	324
	91
	149
	77
	7

	Jan-15
	261
	88
	129
	38
	6

	Feb-15
	363
	91
	183
	69
	20

	Mar-15
	326
	78
	148
	86
	14

	Apr-15
	312
	60
	141
	104
	7

	May-15
	366
	61
	168
	129
	8


[bookmark: _Toc421721466] Table 8.3 - Incidents related to SB5


[bookmark: _Toc421721546]Figure 8‑6 - Incidents related to SB5 (graph)
The SB7 noted significantly lower amount of total incidents comparing to the previous months. In the same time there is high increase of critical incidents that is base for close follow up from problem management process. Around 50% of the critical incidents for Service Block 7 were related to issues appearing on the member state side.

	 
	Incident (total)
	Incident (Low)
	Incident (Medium)
	Incident (High)
	Incident (Critical)

	May-14
	458
	254
	134
	69
	1

	Jun-14
	535
	363
	103
	64
	5

	Jul-14
	591
	393
	106
	84
	8

	Aug-14
	560
	384
	87
	87
	2

	Sep-14
	762
	534
	108
	105
	15

	Oct-14
	919
	673
	123
	110
	13

	Nov-14
	727
	542
	83
	88
	14

	Dec-14
	674
	466
	87
	103
	18

	Jan-15
	545
	316
	118
	99
	12

	Feb-15
	690
	461
	120
	94
	15

	Mar-15
	850
	543
	201
	81
	25

	Apr-15
	862
	533
	176
	140
	13

	May-15
	763
	472
	127
	137
	27


[bookmark: _Toc421721467] Table 8.4 - Incidents related to SB7


[bookmark: _Toc421721547]Figure 8‑7 - Incidents Related to SB7 (graph)

As of 2015 there are implemented regular activities related to the patching policy and patching itself. This was a trigger to measure number of critical vulnerabilities spotted in the measured month.
It is remarkable that team over last month’s reacts faster to the spotted vulnerabilities. For April there were no vulnerabilities spotted so also there was no need of emergency patching for the ITSM2 servers.

[bookmark: _Toc421721548]Figure 8‑8 - # of vulnerabilities spotted in month

	 
	# of critical patches
	Vulnerability name

	Jan-15
	1
	Ghost

	Feb-15
	0
	 

	Mar-15
	1
	Open SSL

	Apr-15
	0
	 

	May-15
	0
	 


[bookmark: _Toc421721468] Table 8.5 - # of vulnerabilities spotted in month
The other metric that shows maturity of the infrastructure is amount of unauthorized changes executed by a teams. The measurement taken in 2015 shows that for last three months there was no unauthorized change, what is an excellent result comparing to total amount of changes run over a month. The table presents measurement on all changes that were executed (both operational and emergency)
Having 5h month in row without unauthorised change shows that team takes seriously the process and respects set rules.

[bookmark: _Toc421721549]Figure 8‑9 - SB5 & SB7 # of unauthorized changes


	 
	SB5
	SB7

	Jan-15
	0
	0

	Feb-15
	0
	0

	Mar-15
	0
	0

	Apr-15
	0
	0

	May-15
	0
	0


[bookmark: _Toc421721469] Table 8.6 - % of unauthorized changes (operational & emergency)
[bookmark: _Toc421720956]Systems and Applications
This section is linked with Daily EOS report, stored on CIRCAABC under this address, which is the direction to the following location on the CIRCABC (Library > ITSM Deliverables > Business Perspective > Statistics).
[bookmark: _Toc421720957]Availability Management
Main purpose for availability reporting is to show level of business continuity for all the CCN Gateways, CCN Mail servers and applications in the production and conformance environment. To be able presents this in complete and consistent way availability reported in 3 perspectives:
· CI perspective – reporting presents percentage of availability each contracted CI affected in reporting period. Availability is calculated from downtimes (DOW) on daily basis. CI (usually application) is reported separately for PROD and CONF/BACKUP environment.
· Business perspective – presents all related to Availability Management KPIs required by contract. All these KPIs (KPI-001… KPI-019) distinguish few attributes like service window, quality of service, environment. 
· Contract perspective – presents all related to Availability Management SQIs required by contract (SQI-001,…, SQI-012). SQIs contain all validated unjustified downtimes (DOW). Each individual SQI refers to different service window, environment and quality of service.
As agreed with customer any downtimes registered by monitoring tools with duration less than 5 min. (300 sec.) will not be taken into consideration due to refresh interval on Host Monitors and Tivoli Monitoring. This situation does not apply when Service Desk confirm unavailability (planned/unplanned) of CI. In that case unavailability even less than 300 sec. will be taken into account.
KPIs related to availability are presented in details below. Validated downtimes are included in “Annex 08 Availability” which contains consolidated reports reg. any unavailability registered on monitored CIs. All availabilities presented in KPIs and Annex 08 are presented as percentage value.

KPIs related to Availability:
[image: ]
[bookmark: _Toc421721470]Table 8.7- KPIs related to Availability

	KPI-001

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	ITSM Portal
	Installation of ITSM Portal Release 2.0.0.0.0
	2015-05-30 07:00
	2015-05-30 20:00
	CM17517

	CUSTTAX.FR-FRAB1
	Problem with the network cable. After replacement to new one link is stable.
	2015-05-27 15:49
	2015-05-27 23:59
	IM117064

	CUSTTAX.HR-HRAP1
	Cannot establish asynchronous connection over MQ series with gateway ccnhrctp1. Problem has been solved by NA HR side.
	2015-05-08 05:36
	2015-05-08 13:30
	IM115042, IM115053


[bookmark: _Toc405292608][bookmark: _Toc405382346][bookmark: _Toc405908907][bookmark: _Toc421721471]Table 8.8 - KPI-001

	KPI-002

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	COPIS
	COPIS CONF2  -   db refresh with production dump
	2015-05-04 14:00
	2015-05-04 20:00
	CM17850

	ART2
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 20:00
	IM114420

	CN
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 20:00
	IM114420


[bookmark: _Toc405292609][bookmark: _Toc405382347][bookmark: _Toc405908908][bookmark: _Toc421721472]Table 8.9 - KPI-002

	KPI-003

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	ART2
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 20:00
	IM114420

	CN
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 20:00
	IM114420

	COPIS
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 20:00
	IM114420


[bookmark: _Toc405292610][bookmark: _Toc405382348][bookmark: _Toc405908909][bookmark: _Toc421721473]Table 8.10 - KPI-003

	KPI-004

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	COPIS
	COPIS CONF2  -   db refresh with production dump
	2015-05-04 14:00
	2015-05-04 20:00
	CM17850

	ART2
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 20:00
	IM114420

	CN
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 20:00
	IM114420


[bookmark: _Toc405292611][bookmark: _Toc405382349][bookmark: _Toc405908910][bookmark: _Toc421721474]Table 8.11 - KPI-004


	KPI-008

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	ITSM Portal
	Installation of ITSM Portal Release 2.0.0.0.0
	2015-05-30 07:00
	2015-05-30 20:00
	CM17517

	ITSM Portal
	Installation of ITSM Portal Release 2.0.0.0.0
	2015-05-31 07:00
	2015-05-31 20:00
	CM17517

	SURV2
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 20:00
	IM114420


[bookmark: _Toc405292612][bookmark: _Toc405382350][bookmark: _Toc405908911][bookmark: _Toc421721475]Table 8.12 - KPI-008

	KPI-009

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	ITSM Portal
	Installation of ITSM Portal Release 2.0.0.0.0
	2015-05-30 07:00
	2015-05-30 20:00
	CM17517

	ITSM Portal
	Installation of ITSM Portal Release 2.0.0.0.0
	2015-05-31 07:00
	2015-05-31 20:00
	CM17517

	SURV2
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 20:00
	IM114420


[bookmark: _Toc405292613][bookmark: _Toc405382351][bookmark: _Toc405908912][bookmark: _Toc421721476]Table 8.13 - KPI-009

	KPI-010

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	SURV2
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 20:00
	IM114420

	N/A
	N/A
	N/A
	N/A
	N/A

	N/A
	N/A
	N/A
	N/A
	N/A


[bookmark: _Toc405292614][bookmark: _Toc405382352][bookmark: _Toc405908913][bookmark: _Toc421721477]Table 8.14 - KPI-010

	KPI-014

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	SEEDv1
	CCN 7.2.0 project - DIGIT Backup GW Upgrade to CCN 7.2.0 (Conformance) - CCNDGXXIB5
	2015-05-19 20:00
	2015-05-19 23:59
	CM17926

	SEEDv1
	CCN 7.2.0 project - DIGIT Backup GW Upgrade to CCN 7.2.0 (Conformance) - CCNDGXXIB5
	2015-05-20 00:00
	2015-05-20 03:00
	CM17926

	Tivoli Phase III
	Deploying Application support for ITCAM Agent for J2EE on ITSM Tivoli Monitoring Servers
	2015-05-09 13:00
	2015-05-09 16:00
	CM17901


[bookmark: _Toc405292615][bookmark: _Toc405382353][bookmark: _Toc405908914][bookmark: _Toc421721478]Table 8.15 - KPI-014
	KPI-015

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	Tivoli Phase III
	Deploying Application support for ITCAM Agent for J2EE on ITSM Tivoli Monitoring Servers
	2015-05-09 13:00
	2015-05-09 16:00
	CM17901

	SEEDv1
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 20:00
	IM114420

	SMT
	Renewal of SSL Certificates
	2015-05-13 20:00
	2015-05-13 22:00
	CM17785


[bookmark: _Toc405292616][bookmark: _Toc405382354][bookmark: _Toc405908915][bookmark: _Toc421721479]Table 8.16 - KPI-015

	KPI-016

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	SEEDv1
	CCN 7.2.0 project - DIGIT Backup GW Upgrade to CCN 7.2.0 (Conformance) - CCNDGXXIB5
	2015-05-19 20:00
	2015-05-19 23:59
	CM17926

	SEEDv1
	CCN 7.2.0 project - DIGIT Backup GW Upgrade to CCN 7.2.0 (Conformance) - CCNDGXXIB5
	2015-05-20 00:00
	2015-05-20 03:00
	CM17926

	N/A
	N/A
	N/A
	N/A
	N/A


[bookmark: _Toc405292617][bookmark: _Toc405382355][bookmark: _Toc405908916][bookmark: _Toc421721480]Table 8.17 - KPI-016

	KPI-017

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	CUSTTAX.FR-FRAB1
	Problem with the network cable. After replacement to new one link is stable.
	2015-05-27 15:49
	2015-05-27 23:59
	IM117064

	CUSTTAX.HR-HRAP1
	Cannot establish asynchronous connection over MQ series with gateway ccnhrctp1. Problem has been solved by NA HR side.
	2015-05-08 05:36
	2015-05-08 13:30
	IM115042, IM115053

	DDS2-CM
	Switch over WL10 to WL 12 in PROD DDS2 ECICS 2.1.0
	2015-05-18 18:00
	2015-05-18 23:59
	CM17690, CM17697


[bookmark: _Toc405292618][bookmark: _Toc405382356][bookmark: _Toc405908917][bookmark: _Toc421721481]Table 8.18 - KPI-017

	KPI-018

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	CUSTTAX.HR-HRAP1
	Cannot establish asynchronous connection over MQ series with gateway ccnhrctp1. Problem has been solved by NA HR side.
	2015-05-08 05:36
	2015-05-08 13:30
	IM115042, IM115053

	DDS2-CM
	Switch over WL10 to WL 12 in PROD DDS2 ECICS 2.1.0
	2015-05-18 18:00
	2015-05-18 23:59
	CM17690, CM17697

	DDS2-COL
	Switch over WL10 to WL 12  (DDS2-COL + DDS2-COL2.1.0 HF1)
	2015-05-18 18:00
	2015-05-18 23:59
	CM17878


[bookmark: _Toc405292619][bookmark: _Toc405382357][bookmark: _Toc405908918][bookmark: _Toc421721482]Table 8.19 - KPI-018
[bookmark: _Toc405908919][bookmark: _Toc405382358][bookmark: _Toc405292620]
	KPI-019

	Affected CI
	Description
	Outage Start
	Outage End
	CM/IM num.

	CUSTTAX.FR-FRAB1
	Problem with the network cable. After replacement to new one link is stable.
	2015-05-27 15:49
	2015-05-27 23:59
	IM117064

	CSI Bridge
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 23:21
	IM114420

	EOS
	Several CSIBridges have stuck threads on different domains, as a consequence the cron jobs are hanging and using all the memory.
	2015-05-04 17:32
	2015-05-04 23:21
	IM114420


[bookmark: _Toc421721483] Table 8.20 - KPI-19

Please refer to section 13.10.1 of “ITSM2-Lot1-To be” to read more about method of CAVA calculation. Annex 08 (ITS-1MPR-Annex 08- Availability 201505-EN).

Annex contains following sheets report calculated using reporting framework.

1. Availability of managed CIs
- includes both PROD & CONF CIs
- includes availability data (%) of all CI 
- shows availability (%) calculated for whole month May-2015
	- includes data only for CIs which were monitored as of 1st of May-2015
	- includes data for all service windows (5d-13h, 7d-13h and 7d-24h)	

2. Unavailabilities
- includes all downtimes for all service window (5d-13h, 7d-13h and 7d-24h)
- includes downtimes for both environment: PROD & CONF
- can be categorized per business thread (Custom, Excise, Taxation, and ITSM)
- downtimes were calculated only for CI monitored as of 1st of May-2015
- includes details regards to each single unavailability (date, duration in seconds)
- includes indicator if unavailability was planned/unplanned
- includes comments with appropriate IM number or CM number

3. SQIs details
	- includes both PROD & CONF CIs
	- includes details regards to each SQIs

4. SQIs summary
	- includes both PROD & CONF environment
	- includes summary of SQIs

5. KPIs details
	- includes both PROD & CONF CIs
	- includes details regards to each KPIs

6. KPI summary 
	- includes both PROD & CONF environment
	- includes summary of KPIs
	

Additionally:
- Downtimes less than 5 min. were automatically excluded from calculation.
- Applications were counted as extended. 
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In the attached table below you can find most affecting downtimes for reporting month, with related CIs. Reason for particular unavailability was given as well as information if unavailability was planned or not.
[image: ]
[bookmark: _Toc421721484] Table 8.21 - Most affecting CIs with their downtimes

[bookmark: _Toc421721550]<Removed confidential data>
Figure 8‑10 - KPIs vs SQI

[bookmark: _Toc421721551]<Removed confidential data>
Figure 8‑11 - SQI-001 Monthly Disruption 2014 / 2015

[bookmark: _Toc421721552]<Removed confidential data>
Figure 8‑12 - SQI-002 Monthly Disruption 2014 / 2015

[bookmark: _Toc421721553]<Removed confidential data>
Figure 8‑13 - SQI-005 Monthly Disruption 2014 / 2015
[bookmark: _Toc421721554]<Removed confidential data>
Figure 8‑14 - SQI-006 Monthly Disruption 2014 / 2015

[bookmark: _Toc421721555]<Removed confidential data>
Figure 8‑15- SQI-009 Monthly Disruption 2014 / 2015
[bookmark: _Toc421721556]<Removed confidential data>
Figure 8‑16 - SQI-010 Monthly Disruption 2014 / 2015

[bookmark: _Toc421721557]<Removed confidential data>
Figure 8‑17 - SQI-011 Monthly Disruption 2014 / 2015
[bookmark: _Toc421721558]<Removed confidential data>
Figure 8‑18 - SQI-012 Monthly Disruption 2014 / 2015
[bookmark: _Toc419207259][image: ]
[bookmark: _Toc421721559]Figure 8‑19 - Unavailabilities Distribution Chart

[bookmark: _Toc421720958]Capacity Management
Please refer to ITS-1MPR-Annex 07-Capacity reports 201505-EN to see more details regarding capacity for all table spaces and file systems, for both DIGIT and ITSM environment.
[bookmark: _Toc421720959]Monitoring & Event Management

	ITSM2.LOT1 Monitoring - alerts on FMB

	Mail received
	6/2014
	7/2014
	8/2014
	9/2014
	10/2014
	11/2014
	12/2014
	1/2015
	2/2015
	3/2015
	4/2015
	5/2015

	\\Mailbox - ITSM Monitor\Z02 Alerts\BMC Patrol (DIGIT)
	314
	60
	230
	149
	232
	180
	417
	344
	390
	1123
	267
	445

	\\Mailbox - ITSM Monitor\Z02 Alerts\Hostmonitor
	625
	923
	922
	1501
	543
	763
	1635
	867
	974
	1073
	552
	1021

	Total
	939
	983
	1152
	1650
	775
	943
	2052
	1211
	1364
	2196
	819
	1466


[bookmark: _Toc421721485] Table 8.22 - ITSM2.LOT1 Monitoring alerts on FMB

	ITSM2.LOT1 Monitoring - activities

	Type
	6/2014
	7/2014
	8/2014
	9/2014
	10/2014
	11/2014
	12/2014
	1/2015
	2/2015
	3/2015
	4/2015
	5/2015
	 Total

	Opened interactions (SD) 
	752
	688
	762
	943
	1144
	956
	859
	702
	1028
	1123
	1073
	1125
	11155

	Opened incidents (IM)
	752
	688
	762
	943
	1144
	954
	859
	702
	1027
	1123
	1072
	1125
	11151


[bookmark: _Toc421721486] Table 8.23 - ITSM2.LOT1 Monitoring activities

	ITSM2.LOT1 Monitoring - assignment group

	Row Labels
	6/2014
	7/2014
	8/2014
	9/2014
	10/2014
	11/2014
	12/2014
	1/2015
	2/2015
	3/2015
	4/2015
	5/2015
	Total

	ITSM2 LOT1.CCN DUTY
	42
	39
	132
	102
	1
	1
	
	
	
	
	1
	
	318

	ITSM2 LOT1.INFRASTRUCTURE
	
	
	
	
	2
	1
	1
	
	1
	1
	1
	9
	16

	ITSM2 LOT1.MONITORING
	
	1
	
	
	
	2
	1
	
	
	
	
	
	4

	ITSM2 LOT1.SERVICE DESK L1
	707
	647
	629
	839
	1139
	948
	854
	701
	1021
	1107
	1062
	1068
	10722

	ITSM2 LOT1.TIVOLI
	
	
	
	
	2
	
	
	
	1
	
	
	
	3

	NA.AT ECS
	1
	
	
	
	
	
	
	
	
	
	
	1
	2

	NA.BE ECS
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.BE NCTS
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.BG CCN CT
	
	
	
	
	
	
	
	
	1
	
	
	3
	4

	NA.BG ECS
	2
	
	
	
	
	
	
	
	
	
	
	
	2

	NA.BG EOS
	
	
	
	1
	
	
	
	
	
	1
	
	
	2

	NA.CH NCTS
	
	
	
	
	
	
	
	
	
	
	
	3
	3

	NA.CY M1SS
	
	
	
	
	
	
	
	
	
	1
	
	
	1

	NA.CY VAT REFUND
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.DE VIES
	
	
	
	
	
	
	
	
	1
	
	2
	
	3

	NA.DK NCTS
	
	
	
	
	
	
	
	
	
	
	1
	
	1

	NA.DK VIES
	
	
	
	1
	
	
	
	
	
	
	
	
	1

	NA.EE VIES
	
	
	
	
	
	
	2
	
	
	
	
	
	2

	NA.FI CCN CU
	
	
	
	
	
	
	
	
	
	1
	
	
	1

	NA.FR CCN CT
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.FR ECS
	
	
	
	
	
	
	
	
	
	2
	
	1
	3

	NA.FR EMCS
	
	
	
	
	
	
	
	
	
	
	1
	
	1

	NA.FR EOS
	
	
	
	
	
	
	
	
	
	1
	
	
	1

	NA.FR ICS
	
	
	
	
	
	
	
	
	
	1
	
	
	1

	NA.FR NCTS
	
	
	
	
	
	
	
	
	
	1
	
	
	1

	NA.GB CCN CT
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.GR VIES
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.HR CCN CT
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.IE ECS
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.IE ICS
	
	
	
	
	
	
	
	
	
	
	1
	
	1

	NA.IT CCN CU
	
	
	
	
	
	
	
	
	
	1
	
	3
	4

	NA.IT EOS
	
	
	
	
	
	
	
	
	
	2
	
	
	2

	NA.IT VAT REFUND
	
	
	
	
	
	
	
	
	
	1
	
	
	1

	NA.IT VIES
	
	
	1
	
	
	
	
	
	
	
	
	
	1

	NA.LT CCN CT
	
	
	
	
	
	
	
	
	1
	
	1
	6
	8

	NA.LU CCN CT
	
	
	
	
	
	
	
	
	
	
	
	3
	3

	NA.LV
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.LV CCN CT
	
	
	
	
	
	
	
	
	
	
	
	5
	5

	NA.NL
	
	
	
	
	
	1
	
	
	
	
	
	
	1

	NA.NL CCN CT
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.NL ECS
	
	1
	
	
	
	
	
	
	
	
	
	
	1

	NA.NL VIES
	
	
	
	
	
	
	
	
	1
	1
	
	
	2

	NA.PT EMCS
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.RO CCN CT
	
	
	
	
	
	
	
	
	
	
	
	3
	3

	NA.RO ECS
	
	
	
	
	
	1
	
	
	
	
	
	
	1

	NA.SE EMCS
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.SI CCN CT
	
	
	
	
	
	
	
	
	
	
	
	2
	2

	NA.SI VIES
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.SK CCN CT
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.SK ECS
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.SK NCTS
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	NA.UK VIES
	
	
	
	
	
	
	1
	
	
	
	
	
	1

	TAXUD.A3.CTS
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	TAXUD.IT.APM
	
	
	
	
	
	
	
	1
	
	
	
	
	1

	TAXUD.IT.COPIS
	
	
	
	
	
	
	
	
	
	2
	2
	
	4

	TAXUD.IT.ISD
	
	
	
	
	
	
	
	
	
	
	
	1
	1

	Total
	752
	688
	762
	943
	1144
	954
	859
	702
	1027
	1123
	1072
	1125
	11151


[bookmark: _Toc421721487] Table 8.24 - ITSM2.LOT1 Monitoring - assignment group

	ITSM2.LOT1 Monitoring - type of alerts

	Row Labels
	6/2014
	7/2014
	8/2014
	9/2014
	10/2014
	11/2014
	12/2014
	1/2015
	2/2015
	3/2015
	4/2015
	5/2015
	Total

	ad hoc
	
	
	
	
	
	3
	5
	8
	23
	
	3
	2
	44

	data or file incorrect
	3
	
	31
	4
	
	1
	
	
	
	1
	
	
	40

	data or file missing
	5
	4
	48
	9
	9
	8
	8
	5
	8
	3
	4
	22
	133

	diagnostic request
	
	
	
	1
	
	
	
	
	
	
	
	
	1

	error message
	34
	24
	30
	30
	28
	21
	11
	18
	26
	21
	23
	46
	312

	function or feature not working
	383
	403
	414
	621
	764
	617
	573
	416
	561
	643
	607
	604
	6606

	general information
	1
	
	
	1
	
	
	
	
	
	1
	
	
	3

	hardware failure
	23
	40
	15
	21
	41
	16
	14
	10
	6
	15
	21
	13
	235

	how to
	
	
	
	
	
	
	
	
	1
	
	
	
	1

	infrastructure or hardware
	
	2
	10
	2
	11
	6
	25
	15
	30
	8
	4
	3
	116

	job failed
	
	
	10
	2
	6
	1
	2
	4
	12
	4
	
	6
	47

	login failure
	
	
	
	
	
	
	1
	
	
	
	
	
	1

	other
	3
	
	2
	2
	5
	3
	
	
	
	
	
	
	15

	performance degradation
	3
	16
	19
	26
	34
	13
	24
	10
	17
	33
	41
	39
	275

	status
	
	
	
	
	
	
	
	1
	
	
	
	
	1

	storage limit exceeded
	81
	76
	55
	76
	106
	96
	75
	119
	117
	166
	197
	160
	1324

	system down
	5
	5
	13
	9
	6
	9
	5
	6
	15
	25
	12
	10
	120

	upgrade / new release
	
	
	
	
	
	
	
	
	
	
	1
	
	1

	usage anomaly
	211
	118
	115
	139
	134
	160
	116
	90
	211
	203
	159
	219
	1875

	virus alert
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1

	Total
	752
	688
	762
	943
	1144
	954
	859
	702
	1027
	1123
	1072
	1125
	11151


[bookmark: _Toc421721488] Table 8.25 - ITSM2.LOT1 Monitoring - type of alerts

	ITSM2.LOT1 Monitoring - priority

	Row Labels
	6/2014
	7/2014
	8/2014
	9/2014
	10/2014
	11/2014
	12/2014
	1/2015
	2/2015
	3/2015
	4/2015
	5/2015
	Total

	Critical
	7
	14
	26
	25
	17
	14
	11
	8
	25
	26
	13
	31
	217

	Closed
	7
	14
	26
	25
	17
	14
	11
	8
	25
	26
	13
	29
	215

	Closed Feedback
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	2
	2

	High
	133
	150
	138
	193
	205
	159
	192
	168
	208
	200
	254
	295
	2295

	Closed
	133
	150
	138
	193
	205
	159
	192
	168
	206
	199
	251
	280
	2274

	Pending Change
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	2

	Pending Vendor
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1

	Work In Progress
	 
	 
	 
	 
	 
	 
	 
	 
	2
	 
	1
	15
	18

	Medium
	318
	212
	282
	254
	322
	286
	238
	235
	403
	393
	303
	350
	3596

	Closed
	318
	212
	282
	253
	322
	286
	238
	234
	399
	378
	296
	317
	3535

	Pending Change
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	2

	Work In Progress
	 
	 
	 
	1
	 
	 
	 
	1
	3
	15
	7
	32
	59

	Low
	294
	312
	316
	471
	600
	495
	418
	291
	391
	504
	502
	449
	5043

	Closed
	294
	312
	316
	471
	600
	495
	418
	291
	391
	504
	502
	448
	5042

	Work In Progress
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1

	Total
	752
	688
	762
	943
	1144
	954
	859
	702
	1027
	1123
	1072
	1125
	11151


[bookmark: _Toc421721489]Table 8.26 - ITSM2.LOT1 Monitoring - priority

[bookmark: _Toc421720960]Configuration Management
The CMDB currently includes 15086 CIs. The table below shows a breakdown according to the CI type.
 
	CI Type name
	June
2014
	July
2014
	August
2014
	September
2014
	October
2014
	November 2014
	December 2014
	January 2015
	February 2015
	March 2015
	April 2015
	May 2015
	% new Cis May/April

	Application COTS
	86
	87
	87
	87
	87
	92
	92
	92
	92
	97
	98
	101
	3,06%

	Application Domain
	83
	83
	83
	83
	83
	83
	83
	83
	84
	84
	84
	85
	1,19%

	Application Releases 
	2091
	2102
	2119
	2131
	2143
	2155
	2176
	2189
	2207
	2247
	2269
	2295
	1,15%

	Business Services
	1673
	1673
	1674
	1677
	1682
	1693
	1701
	1717
	1719
	1775
	1775
	1797
	1,24%

	Business Thread
	4
	4
	4
	4
	4
	4
	4
	4
	4
	4
	4
	4
	0,00%

	CCN Site
	45
	45
	45
	45
	48
	48
	50
	50
	50
	50
	51
	53
	3,92%

	Computer
	445
	445
	445
	450
	464
	483
	996
	1048
	1071
	1107
	1118
	1156
	3,40%

	Databases
	1697
	1697
	1697
	1697
	1697
	1708
	1748
	4285
	4285
	4421
	4492
	4492
	0,00%

	Documents
	1176
	1190
	1207
	1223
	1238
	1249
	1265
	1287
	1314
	1355
	1392
	1408
	1,15%

	Network Components
	65
	65
	65
	65
	68
	89
	93
	236
	236
	259
	273
	410
	50,18%

	Patch
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	2165
	2168
	0,14%

	Queues and Mailboxes
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	0,00%

	Service App COTS
	30
	30
	30
	30
	30
	30
	25
	25
	25
	25
	25
	25
	0,00%

	Service App Release
	153
	153
	153
	153
	177
	177
	177
	177
	177
	177
	177
	177
	0,00%

	Storage
	0
	0
	0
	0
	0
	0
	0
	0
	0
	296
	296
	296
	100,00%

	WebLogic
	312
	317
	321
	322
	322
	324
	346
	519
	543
	586
	586
	618
	5,46%

	TOTAL
	7861
	7892
	7931
	7968
	8044
	8136
	8757
	11713
	11808
	12484
	14806
	15086
	1,89%


[bookmark: _Toc421721490] Table 8.27 - CIs distribution by type

[bookmark: _GoBack]The value for KPI-022 is <Removed confidential data> as we had 3 retrospective CMDB updates and a total number of 2498 CMDB updates.

[bookmark: _Toc421720961] IT Service Continuity Management


[bookmark: _Toc421721560]Figure 8‑20 – Overview of ITSC testing
[bookmark: _Toc421720962]Security Related Statistics
During the reported period of May 2015 the following security incidents have been noted:
Passwords incidents registered:
a) Password reset – May 2015= <Removed confidential data>
b) New password – May 2015= <Removed confidential data>
Total number of password related incidents for the month of May is <Removed confidential data> incidents.

Security incidents registered.
In the month of May no incident was registered in the security area.
Review of interactions.
Interactions opened in May have been analysed for potential security incidents using security incident related keywords. After analysis, none of the identified interactions was changed to security incident.
For more details please refer to ITS-1MPR- Annex 23-Security related statistics 201505-EN
Improvement initiatives by status
0 - Identified	1 - On Hold	1 - Work in progress	2 - Change Submitted	3 - Abandoned	3 - Closed	3 - Duplicate	(blank)	3 - CSIP AIA	12	10	39	18	41	175	15	5	Improvement pipeline by area
Application Management	Availability Management	CCN	Change Management	Configuration Management	Continous Service Improvement	Incident Management	Knowledge Management	Monitoring	Problem Management	Quality Assurance	Reporting Management	Service Desk	Synergia	Testing Management	5	2	5	10	15	1	12	5	2	14	2	1	7	2	1	Closure rate - 175 closed improvement opps by quarter
2013'Q2	2013'Q3	2013'Q4	2014'Q1	2014'Q2	2014'Q3	2014'Q4	2015'Q1	2015'Q2	4	11	9	10	18	39	33	31	20	Remaining pipeline by target quarter
2015'Q2	2015'Q3	2015'Q4	34	32	18	Interactions Opened versus Closed per Month
Opened	2014-05	2014-06	2014-07	2014-08	2014-09	2014-10	2014-11	2014-12	2015-01	2015-02	2015-03	2015-04	2015-05	2324	2688	2543	2494	3322	3695	3276	2872	2937	3301	3272	3436	3312	Closed	2014-05	2014-06	2014-07	2014-08	2014-09	2014-10	2014-11	2014-12	2015-01	2015-02	2015-03	2015-04	2015-05	2396	2794	2458	2485	2909	3718	3131	2958	2790	3214	3254	3509	3077	Supported Users and Handled Calls
Supported users	May/14	Jun-14	Jul-14	Aug-14	Sep-14	Oct-14	Nov-14	Dec-14	Jan-15	Feb-15	Mar-15	Apr-15	May-15	3354	3406	3467	3538	3622	3689	3738	3777	3860	3919	3983	3999	4044	Active users	May/14	Jun-14	Jul-14	Aug-14	Sep-14	Oct-14	Nov-14	Dec-14	Jan-15	Feb-15	Mar-15	Apr-15	May-15	2465	2515	2576	2642	2723	2786	2835	2874	2953	3011	3072	3062	3105	Opened calls	May/14	Jun-14	Jul-14	Aug-14	Sep-14	Oct-14	Nov-14	Dec-14	Jan-15	Feb-15	Mar-15	Apr-15	May-15	2324	2688	2543	2494	3322	3695	3276	2872	2937	3301	3272	3436	3322	Closed calls	May/14	Jun-14	Jul-14	Aug-14	Sep-14	Oct-14	Nov-14	Dec-14	Jan-15	Feb-15	Mar-15	Apr-15	May-15	2396	2794	2458	2484	2909	3718	3131	2958	2790	3214	3254	3509	3077	Low	1557
2014-05	2014-06	2014-07	2014-08	2014-09	2014-10	2014-11	2014-12	2015-01	2015-02	2015-03	2015-04	2015-05	977	1087	1218	1268	1664	1794	1836	1485	1395	1457	1512	1873	1556	Medium	1265
2014-05	2014-06	2014-07	2014-08	2014-09	2014-10	2014-11	2014-12	2015-01	2015-02	2015-03	2015-04	2015-05	1100	1363	1063	981	1266	1475	1101	1021	1211	1433	1310	1148	1260	High	466
2014-05	2014-06	2014-07	2014-08	2014-09	2014-10	2014-11	2014-12	2015-01	2015-02	2015-03	2015-04	2015-05	239	228	243	219	364	400	313	344	316	377	412	393	462	Critical	2014-05	2014-06	2014-07	2014-08	2014-09	2014-10	2014-11	2014-12	2015-01	2015-02	2015-03	2015-04	2015-05	8	10	19	26	28	26	26	22	15	34	38	22	34	Opened calls by category during the reporting period
User Management	Request for Information	Request for Service	Incidents	Complaint	129	641	568	1984	0	Opened Calls per Business Thread
CCN	Customs	Excise	ITSM	Taxation	821	1043	239	417	802	
Opened calls split by issuer
DG TAXUD	ITSM LOT1	ITSM LOT2	ITSM LOT3	DIGIT	CCN	NAs	QA3	DEV/ CUST2	DEV/ CUST3	DEV/ EMCS	DEV/ TAX	DEV/CCN2	OHIM	ESTAT/ESDEN	Other	172	1489	661	5	10	25	874	15	23	22	6	8	9	1	1	1	
Closed calls per category during the reported months

User Management	Request for Info	Incidents	Complaints	Request for change*	142	603	518	1825	1	

Closed calls per Business Thread per month
Customs	Excise	ITSM	Taxation	1061	151	426	649	

13	14	15	16	17	18	19	20	21	22	445	422	429	416	403	406	440	461	455	469	
13	14	15	16	17	18	19	20	21	22	976	982	964	964	984	1036	1122	1102	1099	1079	


Generic services per month
SD L1	
05-2014	06-2014	07-2014	08-2014	09-2014	10-2014	11-2014	12-2014	01-2015	02-2015	03-2015	04-2015	05-2015	275	185	208	234	344	285	255	207	168	196	288	173	170	Total Open	
05-2014	06-2014	07-2014	08-2014	09-2014	10-2014	11-2014	12-2014	01-2015	02-2015	03-2015	04-2015	05-2015	2324	2688	2543	2494	3322	3695	3276	2872	2937	3301	3272	3436	3322	



ITSM2 LOT1 SQI18
41365	41395	41426	41456	41487	41518	41548	41579	41609	41640	41671	41699	41730	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	0.9637	0.98560000000000003	0.98299999999999998	0.98319999999999996	0.98609999999999998	0.98409999999999997	0.98980000000000001	0.98770000000000002	0.98680000000000001	0.98199999999999998	0.98209999999999997	0.9859	0.98360000000000003	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	0.95	0.95	0.95	0.95	0.95	0.95	0.95	0.95	0.95	0.95	0.95	0.95	0.95	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	0.98	0.98	0.98	0.98	0.98	0.98	0.98	0.98	0.98	0.98	0.98	0.98	0.98	Applications with most Incidents






Total	
CCN/CSI (AIX)	ITSM Infrastructure Management	Mini1SS	NCTS (Trans-European System)	ECS (Trans-European System)	AEOI CONF	VIES (Trans-European System)	ICS (Trans-European System)	EMCS (Trans-European System)	VAT Refund (Trans-European System)	Generic Customs	CCN Management	Mini1SS CONF	Generic Taxation	EOS	629	213	209	86	78	74	63	59	56	48	48	45	37	37	31	


Finally Closed Tickets per Priority

[PERCENTAGE]
[PERCENTAGE]


[PERCENTAGE]
[PERCENTAGE]


[PERCENTAGE]
[PERCENTAGE]

Total	44%
36%
17%

Low	Medium	High	Critical	1049	859	423	42	

Finally closed tickets per priority - Y2Y perspective
Low	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	752	975	756	885	1111	1471	1155	1017	883	1087	1066	1310	1049	Medium	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	477	718	671	663	799	983	774	738	694	814	1001	830	859	High	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	222	246	257	206	324	346	300	333	294	344	373	394	423	Critical	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	10	11	22	29	28	25	17	23	19	32	35	21	42	



Breached incidents per service window

[PERCENTAGE]
[PERCENTAGE]
[PERCENTAGE]

[PERCENTAGE]
[PERCENTAGE]
[PERCENTAGE]

[PERCENTAGE]
[PERCENTAGE]
[PERCENTAGE]
Total	%
%
%

ITSM2_LOT1 Sch5d13h	ITSM2_LOT1 Sch7d24h	ITSM2_LOT1 Sch7d13h	23	14	2	

Closed by month per category

[PERCENTAGE]
[PERCENTAGE]



[PERCENTAGE]
[PERCENTAGE]



[PERCENTAGE]
[PERCENTAGE]


Total	71%
19%

incident	request for information	ct incident	request for service	1676	457	151	89	

Closed incidents per category - Y2Y perspective
incident	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	941	1397	1125	1090	1438	1752	1356	1307	1067	1389	1706	1629	1676	request for information	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	287	328	348	496	525	694	510	434	483	508	351	649	457	ct incident	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	129	113	144	114	128	216	260	245	275	294	275	191	151	request for service	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	104	112	89	83	171	163	120	125	65	86	143	86	89	



Closed critical incidents per service

[PERCENTAGE]
[PERCENTAGE]

[PERCENTAGE]
[PERCENTAGE]

[PERCENTAGE]
[PERCENTAGE]
Total	36%
31%

CCN/CSI (AIX)	VIES (Trans-European System)	VOW	SPEED Bridge	CRMS	TIVOLI phase III	ITSM Infrastructure Management	Generic Customs	COPIS	CS/RD	ARIS Modeller	DIGIT Infrastructure Management	15	13	3	2	2	1	1	1	1	1	1	1	

Volume of critical closed tickets per service (top 15)



Total	CCN/CSI (AIX)	VIES (TES)	CRMS	SURV2	ITSM Infra Mgmt	TIVOLI phase III	SPEED Bridge	CN	VOW	DDS2-EBTI	EOS	CSI Bridge	ARIS Modeller	COPIS	Generic Customs	DIGIT Infra Mgmt	77	69	29	23	11	9	6	6	6	6	5	5	5	4	4	4	


Critical incidents resolver groups - Y2Y
Solved by ITSM2 LOT1	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	7	6	11	25	15	15	7	12	10	28	19	9	20	Solved by NA	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	7	6	11	25	15	15	7	12	10	28	19	9	20	Reopened incidents - Y2Y perspective
Total closed	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	1461	1950	1706	1783	2262	2825	2246	2111	1890	2277	2475	2555	2362	Low	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	752	975	756	885	1111	1471	1155	1017	883	1087	1066	1310	1040	Medium	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	477	718	671	663	799	983	774	738	694	814	1001	830	858	High	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	222	246	257	206	324	346	300	333	294	344	373	394	422	Critical	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	10	11	22	29	28	25	17	23	19	32	35	21	42	Reopen	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	86	80	80	72	87	76	101	56	87	65	80	68	77	




Problems opened












APPLICATIONS	
June 2014	July 2014	August 2014	September 2014	October 2014	November 2014	December 2014	January 2015	February 2015	March 2015	April 2015	May 2015	19	5	78	27	32	38	40	8	29	44	17	12	CCN DUTY	
June 2014	July 2014	August 2014	September 2014	October 2014	November 2014	December 2014	January 2015	February 2015	March 2015	April 2015	May 2015	4	3	3	5	1	2	3	4	7	1	9	INFRASTRUCTURE	
June 2014	July 2014	August 2014	September 2014	October 2014	November 2014	December 2014	January 2015	February 2015	March 2015	April 2015	May 2015	7	7	5	12	10	8	9	4	8	9	8	9	SYMFONI	
June 2014	July 2014	August 2014	September 2014	October 2014	November 2014	December 2014	January 2015	February 2015	March 2015	April 2015	May 2015	3	3	1	6	6	8	3	6	2	4	3	TIVOLI	June 2014	July 2014	August 2014	September 2014	October 2014	November 2014	December 2014	January 2015	February 2015	March 2015	April 2015	May 2015	4	8	1	Problems closed















APPLICATIONS	
June 2014	July 2014	August 2014	September 2014	October 2014	November 2014	December 2014	January 2015	February 2015	March 2015	April 2015	May 2015	73	27	42	26	27	22	13	28	27	9	26	35	CCN DUTY	
June 2014	July 2014	August 2014	September 2014	October 2014	November 2014	December 2014	January 2015	February 2015	March 2015	April 2015	May 2015	1	1	3	4	5	1	3	1	3	INFRASTRUCTURE	
June 2014	July 2014	August 2014	September 2014	October 2014	November 2014	December 2014	January 2015	February 2015	March 2015	April 2015	May 2015	9	5	5	4	25	5	4	13	13	6	4	13	SYMFONI	
June 2014	July 2014	August 2014	September 2014	October 2014	November 2014	December 2014	January 2015	February 2015	March 2015	April 2015	May 2015	1	13	4	1	2	11	7	7	1	TIVOLI	
June 2014	July 2014	August 2014	September 2014	October 2014	November 2014	December 2014	January 2015	February 2015	March 2015	April 2015	May 2015	1	1	2	1	3	Problems backlog



Total	
APPLICATIONS	CCN DUTY	INFRASTRUCTURE	SYMFONI	TIVOLI	429	15	34	19	9	Non-Emergency Changes divided per Change Nature
Operational	Operational Release	Operational Standard Template	116	28	2	
Non-Emergency Changes divided per Service Block
SB6	SB5	SB3	SB7	Other ( Digit)	59	62	8	16	1	
Success rate of Non-Emergency Changes
3% 
Successful	Failed	142	4	Evolution of Non-Emergency Changes

41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	89	106	107	79	140	130	121	163	128	141	143	133	146	

Emergency Changes divided per Change Nat
3 
Operational	Operational Release	5	3	Emergency Changes divided per Service Block
SB6	SB5	6	2	
Success rate of Emergency Changes
Successful	Failed	141	0	Volumetric evolution of emergency changes 
(All service blocks and external)

41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	23	8	12	14	5	14	18	18	12	11	17	13	8	

List Changes not implemented

Cancelled	Withdrawn	2	1	

KNOWLEDGE GENERATION BY TYPE
value	TRAINING FEEDBACKS	SHADOWING FEEDBACKS	COMMUNICATION ACTIVITIES (newsletters, policies, announcements)	0	0	8	knowledge type

Quantity



Sum of knowledge published in selected repositories/tools
Value	RAM	CIRCABC	150	164	Publishing Tool

Quantity



CIRCABC activities per Interest Group
CCN TC 	upload document	delete document	edit document	update document	download content	0	0	0	0	0	ITSM DELIVERABLES	upload document	delete document	edit document	update document	download content	164	5	362	47	700	ITSM HOTO	upload document	delete document	edit document	update document	download content	0	0	0	0	0	knowledge activities

value



Knowledge generation by type
value	TRAINING FEEDBACKS	SHADOWING FEEDBACKS	COMMUNICATION ACTIVITIES (newsletters, policies, announcements)	0	0	8	knowledge type

Quantity



RAM assets per stage
SUBMITTED	RAM	150	DRAFT	RAM	0	QUALIFICATION	RAM	0	APPROVED	RAM	126	REJECTED	RAM	1	OBSOLETE	RAM	4	DEPLOYED	RAM	12	DEPLOYABLE	RAM	6	INTAKE	RAM	0	MODIFIED	RAM	255	ASSESSED	1	Tool

Quantity



Deployment statistics in graph
May 2015 deployments	
PSAT	SAT	CONF 	PROD	5	17	16	18	


% of completion of chosen major internal projects

PIM	Patching Policy	Windows 2k3 migration 	System Hardening	Critical Network components	Antivirus	Backup 	&	 Recovery	1	0.34	0.3	0.28000000000000003	0.1	0.56000000000000005	0.35	


Opened problems over 12 months [SB5 & SB7]
SB5	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	1	0	0	0	0	0	0	1	0	0	0	0	0	SB7	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	1	0	4	2	3	4	1	1	3	4	0	1	9	



Critical incidents vs Opened problems vs Workaround
Opened problem	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	1	0	0	0	0	0	0	1	0	0	0	0	0	Applied workaround/Known error	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	5	5	9	26	12	11	6	6	6	20	14	7	8	



Critical incidents vs Opened problems vs Workaround
Opened problems	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	1	0	4	2	3	4	1	1	3	4	0	1	9	Applied workaround/Known error	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	0	5	4	0	12	9	13	17	9	11	25	12	18	



Overview of total number of incidents over 12 months 
SB5	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	303	228	333	303	287	401	320	324	261	363	326	312	366	SB7	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	458	535	591	560	762	919	727	674	545	690	850	862	763	



Incidents related to SB5 (graph)
Incident (total)	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	303	228	333	303	287	401	320	324	261	363	326	312	366	Incident (Critical)	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	6	5	9	26	12	11	6	7	6	20	14	7	8	



Incidents Related to SB7 (graph)
Incident (total)	
41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	458	535	591	560	762	919	727	674	545	690	850	862	763	Incident (Critical)	41760	41791	41821	41852	41883	41913	41944	41974	42005	42036	42064	42095	42125	1	5	8	2	15	13	14	18	12	15	25	13	27	



# of vulnerabilities spotted in month

42005	42036	42064	42095	42125	1	0	1	0	0	


SB5 & SB7 # of unauthorized changes
SB5	
42005	42036	42064	42095	42125	0	0	0	0	0	SB7	
42005	42036	42064	42095	42125	0	0	0	0	0	
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Application - Version Cycle

Test in PSAT

Test in SAT

Test in QUAL

OVERALL test duration

Install in pSAT

Install in SAT

Install in CONFInstall in PROD

OVERALL Install duration

OVERALL release duration

OVERALL duration

% of testing from duration

% of deployment from duration

% of other tasks

PICS 2.0.5

QUAL

1 1 1 1 2 12 8% 8%83%

TSS Audit Downloader 1.0.0

N/A

0 3 1 4 4 23 0%17%83%

CN 2.6.0 HF1

QUAL

2 2 1 1 2 4 922%22%56%

TEDBv2 Private 2.6.0

N/A

0.5 0.5 0.50.5 1 1.5 35 1% 3%96%

TEDBv2 Public 2.6.0

N/A

0.5 0.5 0.50.5 1 1.5 35 1% 3%96%

PICS 2.0.5 HF1

QUAL

2 2 1 1 3 729%14%57%

DDS2-TARIC 2.0.1 HF5

QUAL

2 2 1 1 2 4 1513%13%73%

CRMS 2.6.2 HF3

QUAL

6 6 2 1 3 9 1638%19%44%

VOW 4.6.0

N/A

0 1 1 1 3 3 16 0%19%81%

DDS2-COL 2.1.0 HF1

QUAL

2 2 1 1 2 4 6 1315%31%54%

DDS2-ECICS 2.1.0

QUAL

3 3 2 2 4 7 743%57% 0%

DDS2-EOS 2.1.0 HF1

QUAL

4 4 1 2 2 5 9 3910%13%77%

DDS2-EBTI 2.2.0

QUAL

3 3 2 2 4 7 1225%33%42%

DDS2-SURV 2.1.0 HF1

QUAL

1 1 1 1 2 4 5 21 5%19%76%

DDS2-EXPORT 2.1.0

QUAL

3 3 2 2 4 7 743%57% 0%

DDS2-TRANSIT 2.1.0 HF1

QUAL

3 3 2 2 4 7 34 9%12%79%

COPIS 1.3.5

FULL

7 24 31 1 2 4 2 9 40 5260%17%23%

VOW 4.6.0 HF1

N/A

0 1 1 1 3 3 10 0%30%70%

Averages (QUAL)

2.7 3.3 6.8 2018%22%61%

Averages (FULL)

31 9 40 5260%17%23%
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Service Count

ARIS Modeller 1

CCN/CSI (AIX) 14

CRMS 2

CS/RD 1

DIGIT Infrastructure Management 1

Generic Customs 3

ITSM Infrastructure Management 1

SPEED Bridge 2

TIVOLI phase III 1

VIES (Trans-European System) 11

VOW 3
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  KPI-001 KPI-002 KPI-003 KPI-004 KPI-008 KPI-009 KPI-010 KPI-014 KPI-015 KPI-016 KPI-017 KPI-018 KPI-019

2015-05-01 95,85%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00% 95,85%100,00% 95,85%

2015-05-02 97,56% N/A N/A N/A 99,23% 99,23%100,00% 98,33% 98,33%100,00%100,00%100,00%100,00%

2015-05-03100,00% N/A N/A N/A100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%

2015-05-04 67,67% 71,85% 81,06% 71,92% 92,46% 96,23% 96,23% 97,96% 97,96%100,00% 75,82% 75,82% 89,88%

2015-05-05100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%

2015-05-06 94,70%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00% 94,70%100,00% 94,70%

2015-05-07 85,26% 96,92%100,00% 96,92%100,00%100,00%100,00%100,00%100,00%100,00% 87,50% 98,33% 88,33%

2015-05-08 81,43%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00% 81,43% 91,43% 89,23%

2015-05-09 96,59% N/A N/A N/A 99,23% 99,23%100,00% 97,50% 97,50%100,00% 99,85%100,00% 99,85%

2015-05-10100,00% N/A N/A N/A100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%

2015-05-11 96,88%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00% 96,88% 99,38% 97,50%

2015-05-12 95,83%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00% 95,83% 96,67% 99,17%

2015-05-13 94,18%100,00%100,00%100,00% 96,92% 96,92%100,00% 98,33% 98,33%100,00% 98,93% 99,76% 99,17%

2015-05-14 92,29%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00% 92,29% 99,79% 92,50%

2015-05-15 92,50%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00% 92,50%100,00% 92,50%

2015-05-16 99,23% N/A N/A N/A 99,23% 99,23%100,00%100,00%100,00%100,00%100,00%100,00%100,00%

2015-05-17 98,24% N/A N/A N/A100,00%100,00%100,00%100,00%100,00%100,00% 98,24% 98,24%100,00%

2015-05-18 75,00% 98,85%100,00% 98,85%100,00%100,00%100,00%100,00%100,00%100,00% 75,00% 75,00% 99,53%

2015-05-19 79,17% 97,51% 97,51%100,00%100,00%100,00%100,00% 96,67%100,00% 96,67% 79,17% 79,17% 86,67%

2015-05-20 80,83% 98,08% 98,08%100,00%100,00%100,00%100,00% 97,50%100,00% 97,50% 82,50% 99,17% 82,50%

2015-05-21 85,65% 98,34% 99,36% 98,98%100,00%100,00%100,00%100,00%100,00%100,00% 85,83% 98,33% 85,83%

2015-05-22 96,67%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00% 96,67%100,00% 96,67%

2015-05-23 99,23% N/A N/A N/A 99,23% 99,23%100,00%100,00%100,00%100,00%100,00%100,00%100,00%

2015-05-24100,00% N/A N/A N/A100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%

2015-05-25100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%

2015-05-26 88,04% 92,74% 92,74% 99,46% 96,56% 96,56%100,00% 99,79% 99,79%100,00% 94,17% 94,87% 97,98%

2015-05-27 84,32% 91,96% 91,96%100,00%100,00%100,00%100,00%100,00%100,00%100,00% 89,86% 97,50% 92,36%

2015-05-28 95,26% 96,92%100,00% 96,92%100,00%100,00%100,00%100,00%100,00%100,00% 98,33% 98,33%100,00%

2015-05-29 96,67%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00% 96,67% 98,33% 98,33%

2015-05-30 79,23% N/A N/A N/A 79,23% 79,23%100,00%100,00%100,00%100,00%100,00%100,00%100,00%

2015-05-31 80,00% N/A N/A N/A 80,00% 80,00%100,00%100,00%100,00%100,00%100,00%100,00%100,00%

Total 91,24% 97,29% 98,13% 98,24% 98,13% 98,25% 99,88% 99,55% 99,74% 99,81% 93,81% 96,78% 96,08%


image13.emf
date environment service window business thread CI downtime from downtime end duration(sec) duration(hh:mm:ss) planned ? justified ? affected SQI reason CM / IM

2015-05-30PROD 7d13h ITSM ITSM Portal 2015-05-30 07:00:002015-05-30 20:00:00 4680013:00:00 Y Y SQI-005 Installation of ITSM Portal Release 2.0.0.0.0 CM17517

2015-05-31PROD 7d13h ITSM ITSM Portal 2015-05-31 07:00:002015-05-31 20:00:00 4680013:00:00 Y Y SQI-005 Installation of ITSM Portal Release 2.0.0.0.0 CM17517

2015-05-27CONF 7d24h CCN CUSTTAX.FR-FRAB1 2015-05-27 15:49:472015-05-27 23:59:59 2941208:10:12 N Y SQI-012 Issue is work in progress. IM117064

2015-05-08PROD 7d24h CCN CUSTTAX.HR-HRAP1 2015-05-08 05:36:212015-05-08 13:30:00 2841907:53:39 N Y SQI-011 Cannot establish asynchronous connection over MQ series with gateway ccnhrctp1. Problem has been solved by NA HR side. IM115042, IM115053

2015-05-18PROD 7d24h Customs DDS2-CM 2015-05-18 18:00:002015-05-18 23:59:59 2159905:59:59 Y Y SQI-011 Switch over WL10 to WL 12 in PROD DDS2 ECICS 2.1.0 CM17690, CM17697

2015-05-18PROD 7d24h Customs DDS2-COL 2015-05-18 18:00:002015-05-18 23:59:59 2159905:59:59 Y Y SQI-011 Switch over WL10 to WL 12  (DDS2-COL + DDS2-COL2.1.0 HF1) CM17878

2015-05-18PROD 7d24h Customs DDS2-ECICS 2015-05-18 18:00:002015-05-18 23:59:59 2159905:59:59 Y Y SQI-011 Switch over WL10 to WL 12 in PROD DDS2 ECICS 2.1.0 CM17690

2015-05-18PROD 7d24h Customs DDS2-EOS 2015-05-18 18:00:002015-05-18 23:59:59 2159905:59:59 Y Y SQI-011 Switch over WL10 to WL 12 - DDS2-EOS + DDS2-EOS 2.1.0 HF1 CM17697

2015-05-18PROD 7d24h Customs DDS2-EXPORT-MRN 2015-05-18 18:00:002015-05-18 23:59:59 2159905:59:59 Y Y SQI-011 Switch over WL10 to WL 12 in PROD DDS2 EXPORT 2.1.0 CM17694

2015-05-18PROD 7d24h Customs DDS2-SURV 2015-05-18 18:00:002015-05-18 23:59:59 2159905:59:59 Y Y SQI-011 Switch over WL10 to WL 12 in PROD DDS2 SURV 2.1.0  + DDS2-SURV 2.1.0 HF1 CM17692

2015-05-18PROD 7d24h Customs DDS2-TRA 2015-05-18 18:00:002015-05-18 23:59:59 2159905:59:59 Y Y SQI-011 Switch over WL10 to WL 12  in PROD DDS2-TRANSIT + DDS2-TRANSIT 2.1.0 HF1 CM17695

2015-05-18PROD 7d24h Customs DDS2-EBTI 2015-05-18 18:00:002015-05-18 23:59:59 2159905:59:59 Y Y SQI-011 Switch over WL10 to WL 12 in  PROD DDS2 EBTI 2.2.0 CM17688

2015-05-04CONF 5d13h Customs COPIS 2015-05-04 14:00:432015-05-04 20:00:00 2155705:59:17 Y Y SQI-002 COPIS CONF2  -   db refresh with production dump CM17850

2015-05-04CONF 7d24h Customs CSI Bridge 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-012 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04CONF 7d24h Customs EOS 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-012 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs CSI Bridge 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs DDS2-CM 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs DDS2-COL 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs DDS2-EBTI 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs DDS2-ECICS 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs DDS2-EOS 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs DDS2-EXPORT-MRN 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs DDS2-SEED 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs DDS2-SURV 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs DDS2-SUSP 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs DDS2-TARIC 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs DDS2-TRA 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-04PROD 7d24h Customs EOS 2015-05-04 17:32:522015-05-04 23:21:00 2088805:48:08 N Y SQI-011 Several CSIBridges have stuck threads on different domains, as a consequence the cron jobss are hanging and using all the memory. IM114420

2015-05-19PROD 7d24h Customs DDS2-CM 2015-05-19 00:00:002015-05-19 05:00:00 1800005:00:00 Y Y SQI-011 Switch over WL10 to WL 12 in PROD DDS2 ECICS 2.1.0 CM17690, CM17697

2015-05-19PROD 7d24h Customs DDS2-COL 2015-05-19 00:00:002015-05-19 05:00:00 1800005:00:00 Y Y SQI-011 Switch over WL10 to WL 12  (DDS2-COL + DDS2-COL2.1.0 HF1) CM17878

2015-05-19PROD 7d24h Customs DDS2-ECICS 2015-05-19 00:00:002015-05-19 05:00:00 1800005:00:00 Y Y SQI-011 Switch over WL10 to WL 12 in PROD DDS2 ECICS 2.1.0 CM17690

2015-05-19PROD 7d24h Customs DDS2-EOS 2015-05-19 00:00:002015-05-19 05:00:00 1800005:00:00 Y Y SQI-011 Switch over WL10 to WL 12 - DDS2-EOS + DDS2-EOS 2.1.0 HF1 CM17697

2015-05-19PROD 7d24h Customs DDS2-EXPORT-MRN 2015-05-19 00:00:002015-05-19 05:00:00 1800005:00:00 Y Y SQI-011 Switch over WL10 to WL 12 in PROD DDS2 EXPORT 2.1.0 CM17694

2015-05-19PROD 7d24h Customs DDS2-SURV 2015-05-19 00:00:002015-05-19 05:00:00 1800005:00:00 Y Y SQI-011 Switch over WL10 to WL 12 in PROD DDS2 SURV 2.1.0  + DDS2-SURV 2.1.0 HF1 CM17692

2015-05-19PROD 7d24h Customs DDS2-TRA 2015-05-19 00:00:002015-05-19 05:00:00 1800005:00:00 Y Y SQI-011 Switch over WL10 to WL 12  in PROD DDS2-TRANSIT + DDS2-TRANSIT 2.1.0 HF1 CM17695

2015-05-19PROD 7d24h Customs DDS2-EBTI 2015-05-19 00:00:002015-05-19 05:00:00 1800005:00:00 Y Y SQI-011 Switch over WL10 to WL 12 in  PROD DDS2 EBTI 2.2.0 CM17688

2015-05-08CONF 7d24h Customs CSI Bridge 2015-05-08 00:00:002015-05-08 04:00:00 1440004:00:00 Y Y SQI-012 Switch over WL10 to WL 12 in Conformance2 -  COPIS 1.3.5 CM16483

2015-05-08CONF 7d24h Customs EOS 2015-05-08 00:00:002015-05-08 04:00:00 1440004:00:00 Y Y SQI-012 Switch over WL10 to WL 12 in Conformance2 -  COPIS 1.3.5 CM16483

2015-05-08CONF 7d24h Customs HTTP Bridge 2015-05-08 00:00:002015-05-08 04:00:00 1440004:00:00 Y Y SQI-012 Switch over WL10 to WL 12 in Conformance2 -  COPIS 1.3.5 CM16483

2015-05-15CONF 7d24h Customs CSI Bridge 2015-05-15 00:00:002015-05-15 04:00:00 1440004:00:00 Y Y SQI-012 Switch over WL10 to WL 12 CONF COPIS  1.3.5 WL12 CM16485

2015-05-15CONF 7d24h Customs HTTP Bridge 2015-05-15 00:00:002015-05-15 04:00:00 1440004:00:00 Y Y SQI-012 Switch over WL10 to WL 12 CONF COPIS  1.3.5 WL12 CM16485

2015-05-19PROD 7d24h Customs CSI Bridge 2015-05-19 00:00:002015-05-19 04:00:00 1440004:00:00 Y Y SQI-011 Switch over WL10 to WL 12 in Production -  COPIS 1.3.5 CM16487

2015-05-19PROD 7d24h Customs HTTP Bridge 2015-05-19 00:00:002015-05-19 04:00:00 1440004:00:00 Y Y SQI-011 Switch over WL10 to WL 12 in Production -  COPIS 1.3.5 CM16487

2015-05-21CONF 7d24h Customs CSI Bridge 2015-05-21 00:00:002015-05-21 04:00:00 1440004:00:00 Y Y SQI-012 Switch over WL10 to WL 12 (ECICS2 4.1.0 + ECICS2 4.1.0 HF1 CONF CM16261, IM116323

2015-05-21CONF 7d24h Customs HTTP Bridge 2015-05-21 00:00:002015-05-21 04:00:00 1440004:00:00 Y Y SQI-012 Switch over WL10 to WL 12 (ECICS2 4.1.0 + ECICS2 4.1.0 HF1 CONF CM16261, IM116323

2015-05-22CONF 7d24h CCN OLAF.EC-OLAB1 2015-05-22 13:00:002015-05-22 17:00:00 1440004:00:00 Y Y SQI-012 CCN 7.2.0 project - OLAF Backup GW Upgrade to CCN 7.2.0 (Conformance) - CCNOLAFB1 CM17950

2015-05-07CONF 7d24h Customs CSI Bridge 2015-05-07 20:00:002015-05-07 23:59:59 1439903:59:59 Y Y SQI-012 Switch over WL10 to WL 12 in Conformance2 -  COPIS 1.3.5 CM16483

2015-05-07CONF 7d24h Customs EOS 2015-05-07 20:00:002015-05-07 23:59:59 1439903:59:59 Y Y SQI-012 Switch over WL10 to WL 12 in Conformance2 -  COPIS 1.3.5 CM16483

2015-05-07CONF 7d24h Customs HTTP Bridge 2015-05-07 20:00:002015-05-07 23:59:59 1439903:59:59 Y Y SQI-012 Switch over WL10 to WL 12 in Conformance2 -  COPIS 1.3.5 CM16483

2015-05-14CONF 7d24h Customs CSI Bridge 2015-05-14 20:00:002015-05-14 23:59:59 1439903:59:59 Y Y SQI-012 Switch over WL10 to WL 12 CONF COPIS  1.3.5 WL12 CM16485

2015-05-14CONF 7d24h Customs HTTP Bridge 2015-05-14 20:00:002015-05-14 23:59:59 1439903:59:59 Y Y SQI-012 Switch over WL10 to WL 12 CONF COPIS  1.3.5 WL12 CM16485

2015-05-18PROD 7d24h Customs CSI Bridge 2015-05-18 20:00:002015-05-18 23:59:59 1439903:59:59 Y Y SQI-011 Switch over WL10 to WL 12 in Production -  COPIS 1.3.5 CM16487

2015-05-18PROD 7d24h Customs HTTP Bridge 2015-05-18 20:00:002015-05-18 23:59:59 1439903:59:59 Y Y SQI-011 Switch over WL10 to WL 12 in Production -  COPIS 1.3.5 CM16487

2015-05-19CONF 7d24h CCN DGXXI.EC-XXIB5 2015-05-19 20:00:002015-05-19 23:59:59 1439903:59:59 Y Y SQI-012 CCN 7.2.0 project - DIGIT Backup GW Upgrade to CCN 7.2.0 (Conformance) - CCNDGXXIB5 CM17926

2015-05-19CONF 7d24h Customs CSI Bridge 2015-05-19 20:00:002015-05-19 23:59:59 1439903:59:59 Y Y SQI-012 CCN 7.2.0 project - DIGIT Backup GW Upgrade to CCN 7.2.0 (Conformance) - CCNDGXXIB5 CM17926

2015-05-19CONF 7d24h Customs EOS 2015-05-19 20:00:002015-05-19 23:59:59 1439903:59:59 Y Y SQI-012 CCN 7.2.0 project - DIGIT Backup GW Upgrade to CCN 7.2.0 (Conformance) - CCNDGXXIB5 CM17926

2015-05-19CONF 7d24h Customs HTTP Bridge 2015-05-19 20:00:002015-05-19 23:59:59 1439903:59:59 Y Y SQI-012 CCN 7.2.0 project - DIGIT Backup GW Upgrade to CCN 7.2.0 (Conformance) - CCNDGXXIB5 CM17926

2015-05-19CONF 7d24h Excise SEEDv1 2015-05-19 20:00:002015-05-19 23:59:59 1439903:59:59 Y Y SQI-010 CCN 7.2.0 project - DIGIT Backup GW Upgrade to CCN 7.2.0 (Conformance) - CCNDGXXIB5 CM17926

2015-05-20CONF 7d24h Customs CSI Bridge 2015-05-20 20:00:002015-05-20 23:59:59 1439903:59:59 Y Y SQI-012 Switch over WL10 to WL 12 (ECICS2 4.1.0 + ECICS2 4.1.0 HF1 CONF CM16261, IM116323


